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Energy-Efficiency Bounds for Deep Submicron VLSI
Systems in the Presence of Noise
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Abstract—in this paper, we present an algorithm for computing the presence of noise. The issue of lower bounds on power dis-
the bounds on energy-efficiency of digital very large scale inte- sipation was addressed in [6] by considering thermal noise as
gration (VLSI) systems in the presence of deep submicron noise. y,q |imiting factor for energy reduction. In [7], the lower bounds
The proposed algorithm is based on &oft-decision channemodel B S .
of noisy VLSI systems and employs information—theoretic argu- on power dISSIpatI(_)n_ per polg for analog _CIrCUItS and empl_rlcal
ments. Bounds on energy-efficiency are computed for multimodule lower bounds for digital circuits were derived from the desired
systems, static gates, dynamic circuits and noise-tolerant dynamic signal-to-noise ratio (SNR) by assuming noise-free elements.
circuits in 0.25-um CMOS technology. As the complexity of the  |n the past, we have proposediaformation-theoretic frame-
proposed algorithm grows linearly with the size of the system, it work [8] that enables us to determine the bounds on energy-ef-

is suitable for computing the bounds on energy-efficiency for com- fici . - Th tral thesis of this f
plex VLSI systems. A key result presented is that noise-tolerant ICienCy In a igorous manner. fhe central tnesis ot this frame-

dynamic circuits offer the best trade off between energy-efficiency WOrK is to establish an energy-related correspondence between
and noise-immunity when compared to static and domino circuits. an algorithm and its architectural implementation. Specifically,
Furthermore, employing a 16-bit noise-tolerant Manchester adder we view a DSM VLSI system as a network of communication

in a CDMA receiver, we demonstrate a 31.2%-51.4% energy re- .pannels: a view also echoed recently in the ITRS2001 [1]. The
duction over conventional systems when operating in the presence - . - . i

of noise. In addition, we compute the lower bounds on energy dis- algor'thm'c complexity of the system IS quantlflfed l_)y ﬂme
sipation for this CDMA receiver and show that these lower bounds formation transfer rate, while each implementation is said to
are 2.8x below the actual energy consumed, and that noise-toler- have arninformation transfer capacitg’. Employing the infor-
ance reduces the gap between the lower bounds and actual energymation-theoretic constrai® > R on reliability [9], we pre-
dissipation by a factor of 1.9x. sented [8] a common basis for various power reduction tech-

Index Terms—CDMA communications, deep submicron noise, niques such as voltage scaling, pipelining, parallel processing,

energy-efficiency bounds, low power, noise-tolerance. adiabatic logic, etc. The same constraint was utilized in [10] to
obtain the fundamental limit on signal energy transfer during a
I. INTRODUCTION binary switching transition. In [11], we proposediaary sym-

metric channe(BSC) model to determine the lower bounds on
T HE ABILITY to scale CMOS technology [1]-{3] has beengnergy dissipation for single-output static modules. An infor-
a key driver for the development of low-cost broadbanghation-theoretic approach was also employed in [12] to deter-
communication and computing systems. However, with featuigne the maximum achievable energy-reduction in high-speed
sizes being scaled into the deep submicron (DSM) regimgysses.
DSM noise [4], [S] consisting of ground bounce, crosstalk, while the proposed information-theoretic approach enables
IR drops, clock jitter, charge sharing, process variations, etghe computation of energy-efficiency bounds, it does not di-
has emerged as a critical factor that may ultimately determipgetly enable the construction of low-power design techniques.
the performance achievable in the future at an affordable COSbrtunately, the proposed approach does indicate that design
Compounding the problem further is the adoption of aggressiyg:nniques based amise-tolerancein contrast tonoise mit-
design practices such as dynamic logic, low-supply voltage, Yggtion, can enable the design of systems that operate at or
of low-V; and hence, high-leakage devices, and high clock-frgise to their energy-efficiency bounds. Indeed, our past work
quencies. As a result, the semiconductor industry is facing 1 [16] has shown that design techniques based on noise-tol-
reliability problem that challenges the very foundation of thgrance at the algorithmic level [or algorithmic noise-tolerance
cost and performance benefits of very large scale integratig@,\rr)] [13], [14] and at the circuit level [15], [16] are effec-
(VLSI). _ o _tive in achieving energy-efficiency in the presence of noise. In
In this paper, we address the issue of determining achiqiz |ong run, we see algorithmic and circuit level noise-toler-
able bounds on energy-efficiency for digital VLS| systems ignce techniques being applied concurrently to design systems
with energy consumption that approach these bounds. Indeed,
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faced with a “gap” between our ability to compute bounds on X Y

energy-efficiency for a specific system and our ability to devise

design techniques for approaching these bounds. Fortunately,

the soft-decision chann€5DC) model presented in this paper

holds the promise that lower bounds on energy-efficiency can be (@

computed for complex systems. An evidence of this promise is X Yy

presented in this paper where we compute the bounds on energy- 0 0 -

efficiency for multi-input multi-output systems and fora CDMA 01 \*

receiver. Specific examples where the above mentioned gap is 1 0 =<

bridged are the chip I/0 signaling [11] and the CDMA receiver 1 1<

example in this paper. -
Employing the proposed SDC model, we obtain the lower — 1—c

bounds on energy-efficiency for static, domino [19], and noise- (b)

tolerant domino [15] gaFes' We show that n0|se_t0|er?‘nt ga‘i‘—?‘ig 1. Asimple information transfer system. (a) A 2-inpr gate. (b) The
have a lower bound that is smaller than the corresponding bou,radespondmg BSC model.
for a domino gate when operating in the presence of noise. This

is an interesting result because noise-tolerance implies an gereC, is the information transfer capacity per ugejs the

ergy overhead and thus it is not obvious that it is an energy-effite at which the system is being operated, AON; V) is the
cientdesign technique. Note that while the proposed SDC mogglityal information, which is defined as ’

enables us to compute the lower bounds on energy-efficiency, it
does not indicate the design technique to employ. Nevertheless/(X; Y) = H(X) - H(X|Y)=H(Y) - H(Y|X) (4)
this paper presents simple examples that do suggest that design ) N N
technigues based on noise-tolerance can be quite effectivéiifl (X|Y) is the conditional entropy at’ conditioned ory’.
achieving energy-efficiency in the presence of noise. In[8], we have shown that any transformatiiwith input X

In Section II, we briefly review our past work on the in-and output?” has an information transfer ratégiven by 1t =
formation-theoretic framework. In Section I1l, we propose thés(Y), whereH (Y') is the entropy of the outpdf and , is
soft-decision channel model for noisy VLS| systems and df1€ rate atwhich the original input data are being generated by a
velop the associated information-theoretic measures. In S&gurce. Note that; can be different fronf. due to input coding.
tion IV, we determine the lower bounds on energy-efficiency dpforma‘qon theory [9] |nd|ca_tes tha}t itis possible to a'c.hleve an
solving an energy optimization problem. In Section V, we emaformation transfer rgté% Wltr_l arbitrarily low probability of
ploy noise-tolerance to design an adder circuit that approaci§&r (by properly coding the input) as long@s> .

the lower bounds on energy-efficiency in the presence of noise The lower bounds on energy dissipation for single-output
static gates have been studied previously [11] by modeling

noisy gates as a binary symmetric communication channel

(BSC) and employing information-theoretic concepts. Consider
In this section, we review our past work on the informatiorng 2-inputor gate as shown in Fig. 1(a), where the inpitis

theoretic framework for deriving the lower bounds on energyenerated front’ = {00, 01, 10, 11}. Due to noise, the output

Il. I NFORMATION-THEORETIC FRAMEWORK: A REVIEW

dissipation of noisy logic gates. of the gate will deviate from its nominal values. Assume that
From Shannon’s joint source-channel coding theory [9], the output is passed through a hard-decision device such as a
information content of a continuous sourtes given by latch. The latched output, denoted By can be regarded as a
binary signal that contains errors with a probabilityrhis can
H(X)=- / fx(x)log, fx(z) dx (1) Dbe represented by the BSC model as shown in Fig. 1(b).

JX Employing the BSC model, the lower bounds on energy dissi-
wherefx (z) is the probability density function (PDF) of a Con_!oation of single—output static gates can be determined under the
tinuous-valued outpuk € X. mformauon-thec_)retlc c_onstraw(f > R. A key ad\{antage of .

Assume that the output of the sourdeis passed through athe BSC model is that it can be used to model logic errors quite

noisy transformatio: X — V), i.e., easily. However, the BSC model has two disadvantages. First,
the complexity of a BSC model for a complex VLSI system is

Y = F(X)+ N (2) very high. Second, the energy-efficiency bounds obtained using

the BSC model will not be as accurate as those obtained from
whereF is a deterministic mapping function frolf € X to models that do not quantize the output and noise. In this paper,
Y € Y, andN denotes the noise, which is typically assumed t¢e propose a model that eliminates these drawbacks.
be white with a Gaussian distribution but could also have an ar-
bitrary distribution. The maximum information content that the [ll. THE SDC MODEL
noisy transformatiotF can transfer with arbitrarily low proba-

. S . . In this section, we develop a SDC model for DSM VLSI sys-
bility of error is given by its capacity as

tems. We first provide a physical basis for the proposed model
C=Cuf.= max I(X:Y)f. 3) ggd tgen develop t_h(farc_hannel capacity formula to compute the
v fx (2) unds on energy-efficiency.
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Vih—1aten- Thus, noise voltag&/ can introduce logic errors at
the output of the latch with a probabilitygiven by

Vih _latch

= (1-py) A Fx () dotp, / Fx(0=Viaa) do.

/th—latch —oo
(8)

There are two fundamental differences between the BSC model
and the proposed SDC model. First, the BSC model quantizes
noise contributions by employing error probabilitin the com-
putation of lower bounds. This requires noiseless hard-decision
devices (e.g., latches) employed at the inputs and outputs of
fro(v) noisy gates. The proposed SDC model relaxes this constraint by
K (1= py) fn(v) modeling noiseless logic signals as binary signals with voltage
‘ L pyfa(v = Vi) levelsVy4 and 0 V and signaling probability,, and DSM noise
AN as a continuous random signal with a specific statistical distri-
bution. Thus, all the signals and noise are captured in such a way
that reflects their inherent physical nature.

Second, the proposed SDC model leads to an efficient algo-

0 Vaa v

rithm to compute the lower bounds on energy dissipation. The

(b) computational complexity of the algorithm increases linearly

Fig. 2. The proposed SDC model for noisy gates. (a) Voltage waveforms andth system complexity, making the SDC model applicable to
(b) output distribution. complex digital systems. We will discuss this point in detail in

Section V.

A. SDC Model B. Information Transfer Capacity

The prqpo;ed SDC model for asmgle—olutput noisy gate is II'We now derive the information transfer capacity for DSM
lustrated in Fig. 2(a). In the presence of noise, the voltage wa

form at the outpul’yy is composed of an ideal output voltaije Vs systems using the proposed SDC model. We start with

. : . . a simplen-input, single-output logic gate and then extend the
and additive noise voltag¥' that is assumed to be |ndependeqlh,;‘mewOrk to complex systems. Lemma 1 presented below pro-
of the input and outpuY’, i.e.,

vides the formula of mutual information for noisy gates. It is
then employed in deriving the information transfer capacity in

Y=Y +N. (5) Theorem 1.
Lemma 1: Consider a noisy digital gate withbinary inputs
The ideal outpul” is a binary signal with a statistical distri- Xo, X1, - .., X,,—1 and single outpu¥y = Y + N, where

bution given byP(Y = V,,) = p, andP(Y = 0) = 1 —p,, Y is the noiseless output and all the noise sources contribute
wherep, is determined by the input statistics and the logic funé noise voltageV with a distribution denoted byy(v). The
tion of the gate. The noise voltagé represents a composite ef-mutual information/ (Y ; Xo, X1, ..., Xn_1) for this gate is
fect due to thermal noise and other DSM phenomena suchgdi¢en by
ground bounce, crosstalk, charge-sharing, leakage, and proce?s
variations. In this paper, we assume that the noise vollabas I(¥ Xo',oi(h ooy Xn-1)
a PDF denoted pyN(u). From (5), the statistical distribution - _ / [fye (V) 1ogy fyy (v) = i (v) log, fa(v)] do,
fyy (v) of the noisy outpul’y can be expressed as —0
9)

Fry () = { (v = Vaa), ?f Y i Via ©6) wherefy,, (v) is the PDF ofYy, given by
In(v) if Y =0.
Fya () = pyfn(v = Vad) + (1 —p,)fx(v).  (10)

The proof of Lemma 1 is straightforward. From the definition
of mutual information (4), we have

Note thatYy can be considered as a bimodal continuous
random signal whose value is eithiéf; + N or N. A typical
distribution of Yy is depicted in Fig. 2(b), from which we can

rewrite fy, (v) as I(Yn: Xo, X1, .-y Xni1)
= H(YN) - H(YN|X07X17 ) Xn—l)
S () =pyfn(0—=Vaa) + (1 =py)fn(v).  (7) = H(Yy) — H(N) (12)

It can be shown that the previously proposed BSC model [Idhere bothYy and N are continuous signals. Substituting
is a special case of the proposed SDC model when the ingigt, (v) and fx (v) into (11) and using (1), we get (9).
and output of a noisy gate are latched synchronously. AssumeNote that/(Yy; Xo, X1, ..., Xn_1) given by (9) is a func-
that the latch being employed has a logic threshold denotedtiyn of supply voltagé/;,, noise distributiory (v), and output
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Fig. 3. Mutual information with respect 6,, andp,. (&)on = 0.4 V. (b) The increase for y = 0.3 V.

probability p,. The value ofp, is determined by the input sta-ideal outputY” has a uniform distribution [i.e P(Y = Vy4) =
tistics and the logic function of the gate. In general, itis difficulP’(Y = 0) = 0.5]. This is consistent with the observation that
to obtain an analytical solution for (9); however, numerical sg,, = 0.5 implies maximum uncertainty i” and hence, the

lutions are easy to obtain [20].

largest information content being transferred.

From Lemma 1, we obtain the information transfer capacity Fig. 3(a) plots the mutual informatiod(Yy; X) using

per use as summarized below.
Theorem 1: The information transfer capacity per usg of
ann-input, single-output noisy gate is given by

C, = max I(Yn; Xo, Xy, oovy X1)
Py
=1(Yn; Xo, X1, ..., Xnc1)lp, =05 (12)

Lemma 1 for a 2-inpudRr gate in a 0.25:m CMOS process.
The noise voltagéV is assumed to be a zero-mean Gaussian
distribution with a variancery = 0.4 V. As indicated, for
every supply voltagd/y,, I(Yy; X) reaches the maximum
whenp, = 0.5. In addition,I(Yy; X) is symmetric around
py = 0.5. This is consistent with the BSC model. The capacity
per useC, approaches 1 b/use &5, increases. This can be

The proof of Theorem 1 is provided in Appendix A. Theorenmterpreted as the ability of the 2-inpoR gate to transfer 1
1 indicates that the capacity per usg is achieved when the bit of information for every use provided the supply voltage
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V,a is sufficiently high with respect to noise. This is to be NO

expected given the fact that for high enoudgfy, noise becomes

negligible and the gate can be approximated as being noiselt Yy Yy
On the other hand},, decreases toward zero with the reductio X @ 0
in V4. This reflects the practical scenario where the gate stc <*0

functioning on being powered down.

The impact of noise o, is illustrated in Fig. 3(b), where Noisy
we observe an increase IifYy; X) (and hence”,,) as noise ¢ o ¢
varianceoy being reduced from 0.4 V to 0.3 V. Obviously, & y Digital .
gate operating in a less noisy medium is more robust and hel . Npy—1 .
can transfer more information. X, System i/

We now compute the information transfer capacity. Assun —= Y1 YNm—l
that the NMOS and PMOS transistors being used are balan: @
implying the same low-to-high and high-to-low delays. Th \ J
maximum signaling ratef. at a supply voltagd/;, can be
approximated by [21] Fig. 4. The SDC model for noisy digital systems.

f = ki (Vaa — Vi)* (13) and has a distribution given by [23]
CrVaq
wherek,, is the transconductance of the balanced NMOS and v, (v) = Y M
m Nout ’U) - Z / (15)
PMOS transistors;, is the load capacitancg; is the transistor i=1 (vi)

threshold voltage, and is the velocity saturation index ranging . .
from 1 (velocity saturated) to 2 (without velocity saturation)wheref N (v) and fx, (v) are the PDFs for the input noise

The information transfer capacity can be obtaine@'as C,, f., volta?eZTf in andcjj’ 'gh(ihequw?lefntlzutgl:]t noise voltag@u, rte i th
whereC,, andf. are given by (12) and (13), respectively. spectively, and; is the root of (14). Thus, we can compute the

As an example, we consider the 2-inmit gate in a 0.25 information transfer capacity for gates subject to input noise by

pm CMOS process with the following parameters:i]) = substitutingf (v) = /... (v) into (9), (10), and (12).
80 A2, 2) Vi, = [Vip| = 0.4V, 3) O = 30 fF, 4) o = 1.2,
and 5) information transfer rat® = 800 MB/s. The noise
voltageN is assumed to be a zero-mean Gaussian distributionn this section, we determine the lower bounds on energy dis-
with a varianceoy = 0.4 V. With Vg = 2.5 V, we obtain sipation using the proposed SDC model. These bounds are ob-
Cy ~ 1 b/use andf, = 2.598 GHz. Therefore, the information tained by solving an energy optimization problem while being
transfer capacity of the gate is given by = C, f. = 2.598 subject to the information-theoretic constraifit> R on re-
Gb/s. Similarly, withVs; = 1.0 V, we obtainC,, ~ 0.6 b/use liability. In Section IV-A, we formulate the constrained opti-
and f. = 1.445 Ghz. This gives” = 867 MB/s, which is still mization problem and develop an analytical solution by em-
larger than the information transfer requiremétitimplying ploying theLagrange multipliemethod [24]. In Section 1V-B,

that through appropriate coding, the gate can be operatedwe-present an algorithm to compute the lower bounds and then
liably at a supply voltage as low as 1.0 V. The degradation &pply it to multimodule systems, dynamic circuits and noise-tol-
C'is primarily due to noise impact becoming increasingly sigsrant dynamic circuits in Section IV-C to IV-D, respectively.
nificant asV;, reduces. Present-day digital circuits operate at

sufficiently high voltages so that, = 1 b/use and henc& A. Problem Formulation and Solution

can be as high a%..

IV. LOWERBOUNDS ONENERGY DISSIPATION

Consider a generic digital system as depicted in Fig. 4. We

Itis V\éorth msnttlonmgt':]ha'F (f12) ant(_j (1?) profwde a :g?ddcoréssume, without loss of generality, that the system consists of
respondence between the information transfer capacignd noisy modules, each generating an ideal (noiseless) output

implementation details such as supply voltage, load capacnan&gnoted by fori = 0, 1, ..., m— 1. The input of the system

circuit style, CMOS process, and noise parameters. While-g1 iven byX = {Xo, X, X,,_1}, whereX; is a binary

. i
this paper we employ rather general models for speed and no@ﬁgnal. From the SDC model, the total noise contribution can be

any specific assumptions or modifications can be easily inc%— resented byn outout noise voltaged.. N N
porated into the framework. One such example is the compuﬁqp : yn outp Nageslo, N, .-y NVm-1-

. T ! : addition, we assume these noise voltages are independent of

tion of bounds on energy dissipation for noise-tolerant cwugta

techniques (see Section IV-D), where noise contributions are

modeled as an input noise voltage rather than at the output as in Yy =Y, 4+ N; i=0,1,...,m—1 (16)

the SDC model. Assuming the gate with a voltage transfer char- ‘ '

acteristic (VTC) function” [22], the equivalent output noisehereYy, denotes the actual voltage waveform atitheoutput

voltage can be expressed as and IV; is the corresponding noise voltage with a distribution

given by fn, (v). Note that the assumption on independent noise

Nowt = T (N;») (14) sourcesis pessimistic, i.e., the resulting bounds would be greater
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than those obtained if the noise sources were correlated. This is subjectto: Iy, x(Vaa,to, -- -, tm—1
due to the fact that independent noise sources incur the largest 0%y 0% )fe=R  (20)

information loss [9] and thus require higher output probabilities
Py, S and transition probabilitigss to compensate. FurthermorewhereE}, is the energy per information bit.
making the independence assumption simplifies the mathematNote that for any given supply voltag®,;; and noise
ical development so that the key ideas in the paper can be illggrameters, the information-theoretic constraint (20) and
trated clearly. power dissipation are functions of transition probabilities
We consider a silicon implementation where all the NMOS%,, ¢, ..., t,,_1. Hence, the optimum solution to (19) and
and PMOS transistors share a common power supply af®d) is a set of;s ¢ = 0, 1, ..., m — 1) that minimizes the
ground. In addition, the NMOS and PMOS transistors appwer dissipation while satisfying the information-theoretic
properly sized so that the modules can be operated at the samastraint on reliability. Employing the Lagrange multiplier
speed at a nominal supply voltage. For the sake of simplicitjethod [24], we obtain the optimum solution to (19) and (20)
we assume that all the capacitances including the paraséigsummarized in Theorem 2.
capacitance, interconnect capacitance, and input capacitanctheorem 2: The lower bound on energy dissipation for a dig-
from the following stage are lumped into the load capacitanital system consisting of. noisy modules is achieved with tran-
at the output of the system. sition probabilitiest§P*, tP°, ..., t°P*  satisfying
In what follows, we consider the total power dissipati@p;
to consist primarily of the capacitive component of power diSaIYNi;X(Vdd» Ly, 012v7.)
sipation, also referred to as dynamic power dissipafigf,, t;
which is given by [22]

(ti=t7P*)
:ﬂmaxCLind, 1=0,1,...,m—1 (21)
m—1
Pyyn = Z t;Cp. Vi fe (17) whereCy,,t;, andoy; are the load capacitance, transition prob-
i=0 ability, and noise variance, respectively, at ftteoutput,S,,,.x

. o is a constant determined by the information-theoretic constraint
wheret; andC/,, are the average transition probability and thgn reliability, andly, . x (Vaa, £, 0% ) is the mutual informa-
equivalent load capacitance, respectively, foritheutput, and o <o, thez’t,h outpgf’ Which7isbéivjev;1 by

feisgiven by (13). In Section IV-D, we will include other power
components (e.g., short-circuit and static power) to determine 7, (V. t;, 03;)
the lower bounds for domino and noise-tolerant circuits. " '

We note that for dynamic circuits such as conventional = —/ [(tifn, (v — Vaa) + (1 — &) fn, (v))
domino,t; will be equal to the probability of outpdt; being o0
Vaa (or alogic “17), i.e.,t; = p,,. Thisis valid for static circuits “logy (ti f, (v = Vaa) + (1 = 1) v (v))
as well provided transition signaling [11] (i.e., a logic “1” is — I, (v)logs f, (v)] dv (22)

represented with a transition and a logic “0” is represented ) o . .

with no transition) is employed at the output. Therefore, in th¥here f; (v) is the distribution function for the output noise

rest of the paper we will replagg, in the information capacity N;. _ S _

expressions (9)—(12) with the transition probabilitps these  1he proof of Theorem 2 is provided in Appendix B. In Sec-

two measures are equivalent. tion IV-B to IV-D, we will demonstrate the use of Theorem 2
We now determine the lower bounds on energy dissipatiéf compute the lower bounds on energy dissipation for various

for DSM VLSI systems as shown in Fig. 4, using the SDEigital systems.

model. As discussed in Section lll, the mutual information .

I(Yng, - Yn, ,: Xo, ..., Xn_1) for such systems is B: Computation of Lower Bounds

m—19

determined by the supply voltagé,, output transition prob- We assume that the NMOS and PMOS transistors being

abilities g, t1, ..., tm—1 and noise parameters. To simplifyused are properly sized to operate at the same speed at
notation, we rewritel(Yy,, --., Yn,._,; Xo, ---, Xn_1) @s @ nominal supply voltage. Thus, the parametérs and
an explicit function of these parameters as follows Cr,s are fixed making the lower bounds a function of the
supply voltageV,; and transition probabilities;s. From
I(Yngs s YN, 13 X0y ooy Xno1) The?reth, the obtjective is to find an optimum combination
éIYN;X(Vdd, for oo bty 0%s o 0% ) (18) (to®, t9P%, ..., toP",) at eachVy; such that the power

dissipation is minimized subject to the information-theoretic

9 . . . requirementR. Fig. 5 shows the algorithm for computing the
whereoy, is the variance (energy) of noise voltae, which lower bounds. For each; we start with a sufficiently small

is determined by the distribution functiofy, (v). Employing .= , compute the values ofs using (21) and (22). These
similar arguments as in [11], the lower bounds on energy dis- g :

o X . . . —.~7 " T's are then employed to compute the information transfer
sipation can be obtained by solving the following optimizatiorf

roblem metric IYN;)((‘/(III? to, ey t'm,—1> 0'12\70, . 012\,77171)_](‘(1 and
P the result is compared to the information transfer rAtelf
Piot IYN;X(Vdd-/ toy ooy tim—1, 0'12\70, ey J]2V, 7])fc > R, the

minimize: Ep, = — (19)  value of 3 will be increased in small steps until (20) is just
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inputs: fy,(v), -, v, (0),CLo, -+ ,CL,_1: Vida, Vi, km, R;
output: FEj;
initial:

compute Iy,\,q;X(Vdd,ti,ole) using (9);

compute Ay, .x (Vaa, ti, on,2) /0t

let 8 = Binit;

begin
do
compute f. using (13);
compute t¢ : Olyy .x (Vaa, ti, on,*) /Ot; = BCLVad;
compute Z;’;Bl Iyy, x(Vaa, 7, on?) fe;
it 30! Iyy x(Vaa, t9, 082 fe < R

B=p—-AB;

else if 370" Iy, x(Vaa, t2,0n,2) fo > R
B=p0+Ap;

else if 270" Iy, x(Vaa 10, 05,%) fo = R
B = Bmax;
tP =12 i =0,--- ,m—1;
compute Ej, using (19);

end if

Vid = Vg — AVag;
until Vi = Vag min
end

Fig. 5. The algorithm to compute the lower bounds on energy dissipation.

satisfied. The corresponding transition probabilities are We assume the following design parameters for the full-adder.
then employed with/;; to obtain the lower bounds. Note that 1) The gate is implemented in a 0.25n CMOS process in
the value of Ag in Fig. 5 is determined by the precision tostatic CMOS logic style with dual NMOS and PMOS networks.
which the bounds need to be computed. A smaller valud®f  2) The NMOS and PMOS transistors are balanced with the
results in higher precision. Therefore, one can start with a fixedme propagation delay. The speed of the gate is given by (13),
step-size and then reduce it as the solution converges. whereCy, = 20 fF-30 fF, k,,, = 80 pAIV2, V,, = [Vipl = 0.4

Note that the proposed algorithm determines the low¥randa = 1.2.
bounds by joint optimization of power components from all 3) The noise voltag&/ has a zero-mean Gaussian distribution
the modules in the system. The associated computatiomdih on = 0.3 V-0.4 V. The noise is uncorrelated to the desired
complexity increases linearly with the number of modulesput and output signals.
in the system, making the proposed algorithm suitable for4) The gate has an information transfer rate requirentest
determining the energy-efficiency bounds of complex digit&00 Mb/s.
systems. In addition, it can be shown that the lower boundsNote that in practice the CARRY and SUM modules are pos-
derived via the SDC model are smaller than those obtained gifly subject to noise with different amplitudes or driving dif-
the BSC model. ferent load capacitances. This results in different energy bounds

In Section IV-C and IV-D, we will demonstrate the computaand, hence, we will evaluate them separately.
tion of the lower bounds via the proposed SDC model for mul- We first consider the case where the two modules are sub-
timodule systems, dynamic circuits, and noise-tolerant circygct to different noise amplitudes but with the same load capac-
techniques. itance of 30 fF. We assume that the noise voltayes, and
Nearry are zero-mean Gaussian distributions with,, = 0.4
Vandoy.,, . = 0.3V, respectively. Thisimplies a more reliable
CARRY module. Fig. 6(a) illustrates the lower bounds for the

We now determine the lower bounds on energy dissipati®UM module, CARRY module and the full-adder. Note that the
for digital systems consisting of multiple logic modules, eadower bound for the full-adder is obtained by jointly optimizing
of which generates a noisy output while consuming a certaime power components of different modules under the informa-
amount of power. For the purpose of demonstration, we wtlbn-theoretic constraint on reliability. The minimum values of
consider a full-adder which has a SUM module and a CARR&hergy per information bit, for the SUM module, CARRY
module. The lower bounds for more complex digital systenmodule and the full-adder equal 5.1 fj/b, 6.7 fJ/b and 12 fJ/b
can be determined in a similar manner. atVy; = 1.1V, 1.0V and 1.08 V, respectively. Also shown in

C. Lower Bounds for Multimodule Systems
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Fig. 6. Lower bounds on energy dissipation for multimodule systems subject to (a) different noise and (b) different load capacitances.

Fig. 6(a) is that the lower bound for the full-adder is achievdakecause such output will have a smaller transition probability
when the CARRY module consumes more energy than the SUsée (21)] which offsets the energy overhead due to the large ca-
module does. pacitance.

Fig. 6(b) illustrates the lower bounds on energy dissipation
when the SUM and CARRY modules drive different load cd?- Energy-Efficiency Bounds for Noise-Tolerant Circuits
pacitances of 20 fF and 30 fF, respectively, but subject to theNoise-tolerant circuit techniques [15]-[18] improve
same noise amplitude ; = 0.4 V). Itindicates that the lower noise-immunity by employing additional elements to prevent
bound for the full-adder is achieved when the output drivinglagic errors from occurring in the presence of noise. Thus, one
larger capacitance consumes less energy. This is to be expeeiedld expect noise-tolerant circuits to be less energy-efficient
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| and the common node volta@g is charged up toW;g-.:—Vin)-

i Due to body-effect, the switching threshold voltage of the upper
: }3 NMOS net is increased, thereby improving the noise-immunity.
| Note that the noise-immunity of the gate can be tuned by either
! changing the voltag&;,-,; or resizing the transistor M1.
}
I
!
I
|
I
]

' O_V_ The total power dissipation of digital gates consists of
Vo _‘ 174 <| Vs «1 out dynamic powerPqyy,, Short-circuit power’;. and static power
Psiat, Where P,,; has two component$’,;, (due to sub-
threshold leakage) anffp- (due to DC power dissipation).
Considering the fact that the two gates in Fig. 7 h&yg: = 0

and Py, is relatively small (this is becaudg,, = 0.4 V), we
I express the total power dissipation as
S

Ptot = tCLVd2dfc + tIsc‘/dd (23)

() . -
wherel,. is the average short-circuit current evaluated over each

signaling period when the gate switches. Note that the two gates

consume nontrivial short-circuit power as indicated in Fig. 7.
CLK —Ol From (23), the problem of deriving the energy-efficiency
bounds for domino and mirror circuits is stated as follows:

I: Vy I: i minimize: E, = 7
subject to: IYN;X(Vdd7 t, U]ZV)fC =R. (24)

L‘ EOREN A From Theorem 2, the solution to (24) can be obtained as
|
[
]
]

. O
2‘:CvL Vd2dfc + tIch:ld
Vo Vi

Olyy; x (Vaa, t, o%y)

= /Hmax (CL Vd2d + Ichdch)

| ot (t=topt)

! (25)
CLK —-H: 1 Lge whereT, = 1/f. is the signaling period.

V Fig. 8 illustrates the lower bounds derived from the proposed

SDC model for a 3-input static, domino, and mir@r gates.

v The mirror gate was designed to ha¥g-,; = Vgq with M1
(b) being eight times the minimum size. For consistency, we sized
Fig. 7. Dynamic style 3-inpudr gates. (a) Conventional domino. (b) Mirror the transistors in all three gates to operate at the same speed at
technique. nominalV; = 2.5 V while driving a 30 fF load. This implies

that the pull-down NMOS transistors in Fig. 7(b) are sized up
than conventional circuits. In this subsection, we determine thesulting in larger parasitic capacitances. We account for this
lower bounds on energy-efficiency for noise-tolerant circudesign overhead by extracting the capacitances from the layout
techniques such as the mirror technique [15]. It will be showand adding them to the 30 fF load capacitance. Please note that
that noise-tolerance improves the energy-efficiency wheturing the computation of the lower bounds we relax the speed
operating at the lower bound. constraint and instead keep only the constraint on the informa-

Fig. 7 depicts two 3-inpubr gates implemented by the con-tion transfer rateR = 800 Mb/s. We assume all three gates

ventional domino (with a keeper) and the mirror technique to be subject to an input noise voltagg, which is zero-mean
a 0.25um CMOS technology. It is known that domino circuitsGaussian wittvy,, = 0.4 V. The equivalent output noise volt-
are inherently susceptible to noise [5] due to their low switchireges are obtained from (14) and (15). As shown, the minimum
threshold voltagé,, defined as the input voltage at which thel;, of the conventional domino gate is found to be 20 fJ/b,
output changes state. For the domargate shown in Fig. 7(a), whereas that of the mirror gate is 13 fJ/b, which is 35% lower.
Vin = Vin, WhereV,, is the threshold voltage of an NMOS tran+urthermore, we also see that the static gate, while being inher-
sistor. The previously proposed mirror technique [15] improvestly noise-tolerant, is also energy-inefficient when operating at
noise-immunity via employing two identical NMOS evaluatiorthe lower bound.
nets. One additional NMOS transistor M1, whose gate voltage isThus, we find that from an information-theoretic perspec-
controlled by the dynamic node voltage, provides a conductitie, noise-tolerant circuits provide the best trade off between
path between the common nadef the two evaluation nets and noise-immunity and energy-efficiency than either domino or
Vaa-nt. During the precharge phase, transistor M1 is turned static circuits.
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Fig. 8. Lower bounds on energy dissipation via the proposed SDC model.

V. APPLICATION TO HIGH-SPEED, Low-POWER A. Noise-Tolerant, High-Speed Adder Design

ARITHMETIC CIRCUITS The speed of wide adders is limited by the speed of carry

In this section, we employ noise-tolerance in high-spe&ignals propagating through the carry chain. Carry lookahead
arithmetic circuits to reduce power dissipation subject to tachnique [22] computes carry signals to each stage in parallel,
specified level of algorithmic performance, thereby reducirigereby improving the speed. For tith stage, the carry signal
the gap between the bounds on energy-efficiency and theand sum signab; are obtained as
actual energy dissipation of practical systems. In particular,
we consider adders with large word sizes which are a key C; =G + PiCiy (26)
datapath element in the design of high-performance micropro- S =P o, @27)

[ . . v — 4 1—1
cessors and digital signal processing systems. The problem of

improving reliability while maintaining energy-efficiency IS\whered denotes thaor operation@; andP; are the generate

of great importance given the design challenge of achievi 9 ianal ivelv. which .
high data rate in noisy media. This requires joint optimizatio% d propagate signals, respectively, which are given by

of noise-immunity, energy dissipation, speed as well as other G. — A.B. 28)
design parameters. i iDi
Wide adders are typically constructed by combining identical P, =A; + B; (29)

smaller adder modules. One commonly used module isldre

chesterdomino adder [22] which employs the conceptafry whereA; andB; are theith bit of two input operandd and B,
lookaheador speed improvement. In Section V-A, we proposesspectively. Expanding (26), we get

a noise-tolerant scheme based on the mirror technique to im-

prove the noise-immunity of conventional Manchester adders’; = G; + P,G;,_1 + P,P;_1G;_s+---+ P;--- P,Cy. (30)

In Section V-B, we define performance measures that will be

employed to evaluate the usefulness of the proposed noise-tolFrom (30), the complexity of computing; becomes large
erant Manchester adder in a digital signal processing systemvéry quickly as the bit-width increases. Hence, carry lookahead
Section V-C, we apply this noise-tolerant Manchester adder imddition typically spans no more than four stages.

CDMA receiver and demonstrate a 31.2%-51.4% energy reducManchester adders employ a domino style of carry looka-
tion. In addition, we compute the lower bounds on energy disead addition for high-speed and low-complexity. Fig. 9(a)
sipation for this CDMA receiver and compare it with the actuallustrates the circuit schematic of a conventional Manchester
energy dissipated via the use of a noise-tolerant design. We srawider, where the carry signals—C, are generated in parallel
that the lower bounds on energy dissipation arex@low the from internal nodes. A carry-bypass scheme is employed to
actual energy consumed. This example shows very clearly thetiuce the worst-case delay when Bjs are “1.” It is known
noise-tolerance is effective in reducing the gap between the #tat Manchester adders improve speed by approximately 4
tual energy consumed and the lower bounds. over ripple-carry adders.
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proach is effective because a longer pull-down path with more

stacked NMOS transistors is more robust to noise. In addition,

CLK — - -C - - short pull-down paths are not on the critical delay paths and,

' B _ hence, do not affect the overall speed when applying noise-tol-
=

erance.
Gy _{ G.;_{
B. Performance Measures

Co _1# G %# Gy _“:]
E]L We assume that the magnitude and duration of intermittent
L
T

noise pulses are sufficient to cause logic errors. The error proba-
bility e for dynamic gates can be obtained from tioése-immu-

nity curvegNICs) [15], [25]. As shown in Fig. 10, a point on the
NIC indicates the duration and amplitude of an input noise pulse

T V,, that will erroneously discharge dynamic nodes and cause an

output error. Thus, noise pulses corresponding to the points that

Py P, - "4 lie above the NIC will cause output errors. Obviously, the more
.

noise-immune a circuit technique is, the higher its NIC will be.
Assume that the evaluation time equalg2 = 1/(2f.) and

that the corresponding point on the NIC is denoted’ky Given

a noise model that consists of a distributifin 1 (v, t) on the

amplitude and duration as shown in Fig. 10, the error probability

CLK -

. € can be obtained as
CLK co  pT./2
# P “4 P, _4[ Py _45’ Py _4% €= / / an.,Tn (’U7 t) dt dv (31)
(oo T (e o T (el o W R oW B e IVN Tt
Co L G J' Gy l Gy l Gy l where the second integral starts frégr(determined by the vari-
ablev of the first integral and the given NIC) and ends/af2.
From (31),¢ is a function of supply voltag&,, because both
T. andVy are functions o¥/;,4. Note that noise-tolerant circuits
will have a smaller probability of errearas compared to conven-
CLK _@ tional domino. Also, a highe¥,, reduces.
It is more convenient to use the measuren@an-squared
error (MSE) for arithmetic circuits because errors at different
‘_T_’ output bits have different weights (e.g., an error occurring at the

T ith bit has a value of-2%). The MSE, denoted by?, for ann-bit
adder is defined as

CLK
P Py Py Py 41 n—1
L 1 L L ) o
1 a a o = €:(2°) (32)
1=0
CLK ‘—{

whereg; is the error probability at théth output bit and can be
(b) computed via (31).
Fig. 9. Manchester carry chain: (a) domino and (b) noise-tolerant design.
C. Performance Comparison
While Manchester adders are fast, the inherent presence ofVe now present the results of algorithmic performance and
domino style makes it susceptible to noise, thereby puttingeaergy dissipation for the proposed noise-tolerant adder scheme
tight requirement on supply voltage for reliable operation. Sudhthe context of a CDMA wireless communication system [26].
adders are, therefore, power hungry compared to ripple-caiiiige basic principle of CDMA is to spread the spectrum of a
adders. In this section, we apply the mirror technique to the dearrowband message signal by multiplying it with a wideband
sign of a noise-tolerant Manchester adder. The result we expbictary pseudo-noise (PN) sequence whose rat& ismes that
to demonstrate is that a noise-tolerant Manchester adder wilthe original signal, wher#/. is the length of the PN sequence.
be much more energy-efficient than a conventional Manchestecan be shown that this type of modulation has the property of
adder while delivering the same algorithmic performance, i.syppressing jamming, interference from other users, and self-
the SNR, when employed in a CDMA receiver. interference due to multipath propagation. Due to this, CDMA
As shownin Fig. 9(b), the proposed scheme protects the errtgehniques have been widely employed in multiuser wireless
prone dynamic node§,—C, by employing mirror transistors communications.
for short pull-down paths, i.e., paths consisting of NMOS tran- In the receiver, the incoming signal needs to be despread
sistors withG; andC LK as their gate inputs. Note that this apby the same PN sequence to recover the transmitted symbols.



WANG AND SHANBHAG: ENERGY-EFFICIENCY BOUNDS FOR DEEP SUBMICRON VLSI SYSTEMS 265

fv.1,(v,t)

1

NIC for Domino
NIC for Mirror

E J7 E Desired
rin] | 16b | Symbols

: X 0@ Di D e -

I 1 PN Sequence ) Slicer

! p[n], N, = 256 i

Correlator

____________________________________

Fig. 11. A correlator for CDMA communications.

This can be achieved by a correlation operation as illustrategliable operation. For the proposed technique, NT(8) consumes
in Fig. 11, where a multiplication involves computing the abthe minimum amount of energy indicating that it is the optimum
solute value of the received signal. We assume that the receiseterms of energy-efficiency.
signalr[n] has 8-bit precision and the length of the binary PN se- Fig. 12(b) plots the energy per information Bif at the spec-
quencep[n] is N. = 256. The accumulator has 16-bit precisionified SNR of 20 dB for differentimplementations along with the
which requires four 4-bit Manchester adders (see Fig. 9) ftmwer bounds. The lower bounds were computed by modeling
high-speed addition. The noise from the underlying circuits Manchester adders as a multi-input multi-output SDC model
assumed to have an amplitudg which is zero-mean Gaussianand employing Theorem 2. First, we observe that noise-tolerant
with o,, = 0.4V, and a duratioriZ;, which is uniformly dis- designs reduce energy dissipation by 31.2%-51.4% over con-
tributed between 0 arifl. /2. The magnitude and duration of in-ventional systems. This is due to the fact that any improvement
termittent noise pulses are sufficient to cause logic errors durimgoise-immunity makes it easy to achieve reliable operation at
accumulation. The error probability is computed from (31) anldw supply voltages, thereby, improving the energy-efficiency
then employed to flip the adder outputs in order to emulateirathe presence of noise. Second, the actual energy dissipation
noisy hardware. The final output has@ R requirement of 20 for conventional domino system is 53above its lower bound
dB as recommended in [27] and expressed as while that for NT(8) is only 2.& above the bound. This is an
improvement by a factor of 1;8. Finally, we observe that the
o2 overhead due to noise-tolerance starts to dominate in NT(12)
0721—":09 >20dB (33) and NT(16), which offsets the improvement in noise-tolerance
and the resulting improvement in energy-efficiency.
n It is worth mentioning that algorithmic noise-tolerance
&NT) techniques [13], [14] can be employed concurrently
with circuit-level noise-tolerant techniques [NT(8) in this case]
in order to further improve the energy-efficiency.

SNR = 10log; (

whereo? ando? are the variances of the desired signal a
signal noise, respectively, ang is given by (32).

Fig. 12(a) shows the plot of energy dissipation verSN®
for different designs. The curve denoted by “MT(refers to
the 16-bit adder where the tapMSBs are implemented via
the mirror technique [see Fig. 9(b)]. To achieve the specified
SNR, the domino Manchester adder consumes the maximumAn algorithm has been presented in this paper for deriving
energy due to its low noise-immunity requiring a higly for the lower bounds on energy dissipation of noisy digital systems.

VI. CONCLUSION
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Fig. 12. Performance of the proposed noise-tolerant scheme. (a) Energy dissipation versus algorithmic performance and (b) in comparisevenithuhd$o

These bounds are obtained by modeling digital systems abyaa factor of 1.%. The results presented in this paper are a
SDC and employing information-theoretic considerations. Wintinuation of our past work [8], [11] on developing an infor-
have shown that noise-tolerant dynamic circuits offer the besation-theoretic framework for deep submicron VLSI systems.
trade off between energy-efficiency and reliability when opeirhe elements of this framework are consistent with the recom-
ating in the presence of noise. Employing a 16-bit noise-talendation in [1] to view DSM VLSI systems as communication
erant Manchester adder in a CDMA receiver, we demonstratetworks and to develop noise-tolerance techniques at the cir-
a 31.2%-51.4% energy reduction, and also show that the loweit, architectural and algorithmic levels.

bounds on energy for this receiver are2 Below the actual en-  Future work needs to be directed toward reducing the gap
ergy consumed. Further, we show that noise-tolerance redubesveen the lower bounds and the actual power dissipation.
the gap between the lower bounds and actual energy dissipatiime approach for achieving this goal is to employ the SDC
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model for computing the bounds on energy-efficiency of com- Obviously, (A5) is satisfied if and only i, = 0.5. Further-
plex VLSI systems, and to develop design methodologies basedre, we have

on a concurrent application of circuit [15], [16] and algorithmic

noise-tolerance [13], [14] design techniques to approach the$8I(Yn; Xo, X1, ..., Xn-1)

bounds. op?

1 > (fn(v—=Vaa) — fn(v))?

APPENDIX A =——
In2 : —Vaa) + (1 —py) fn
PROOF OFTHEOREM 1 02 /o pyfn(v—"Vaa) + (1 —py)fn(v)

dv <0.

(A6)
In this appendix, we prove that the mutual information
I(Yy = Y + N;Xo, X1, ..., Xsmq) Of @n n-input,  Thus, I(Yy; Xo, X1, ..., X,, 1) atp, = 0.5 is indeed a
single-output noisy gate achieves the maximum whejlobal maximum.
py 2P(Y =1) =05,
From Lemma 1, we rewrité(Yy; Xo, X3, ..., X,,—1) @s APPENDIX B
PROOF OFTHEOREM 2

I(Yn; Xo, X1, .., Xnc1) In this appendix, we derive the optimum solution
oo toPt ¢OPt . {°Pt ) for the energy optimization problem
== [ Woudx(o= Vi + 0= )i oy g0y, o ’
logy (py f (v — Vag) + (1 = py) fx (v)) Consider the mutual information for the noisy system shown
in Fig. 4
— fn(v)log, fa(v)] dv. (A1) g
Ivy. x(Vad, to, oy tme1, 0%y -+ -y 02
Taking partial derivative of (Yy; Xo, X1, ..., X,_1) with ’ A’X( it O N
respect tg,,, we get SI(Yng, - Y,y Xos -ovy Xm1)
=H (YN07 YNm,l)
oI(Yn; Xo, X1, ..., Xn—1) —H (Yng, -y Yoo 1| Xo,s oo Xn1)
wapy =H (Yng, - Yn, ) — H(No, ..., Nyu_y)
= — — V dq) — m—1
[m [(fn(v = Vaa) = fn(v)) < S (H(Y,) - HN)) (B1)
“logy (py fn (v = Vaa) + (1 — py) fn (v)) =0
1
ti2 (fn(v = Vaa) = fn(v))] dv where the equality is achieved if them outputs
Yn,, Yn,, ..., YN, _, are statistically independent. Note
= —/ (fn(v = Vaa) = fn(v)) that for typical digital systems where > m, there always

exists certain input probabilities such that the outputs are
1oga(py v (v = Vaa) + (1 = py) fxn(v))dv (A2) independent of each other [23]. As will be shown, the lower
bound on energy dissipation is obtained when the outputs
where we utilize the fact that are statistically independent.
We denote the mutual informatiofd (Yy,) — H(N;))
for the ith output aslyNi;X(Vdd, t;, a?\fi). From Lemma 1,
Iyy . x(Vaa, ti, 03;,) is given by

[ o Usto=Va) - fyl dv=0. (a3

The maximum value of (Yy; Xo, X1, ..., Xp_1) iS Ob- I§/Ni;X(Vdd7 ti, U?\z)
tained at the point where oo
P == [t Van) + (1= 8 ()
a1(5/N§ Xo, X1, ..., Xn—l) -0 (A4) -logz(tifNj(’U—Vzid)-f—(l —ti)f]\g(’u))
Iy — f.(v) log, f, (v)] dv (B2)
From (A2), this implies where f. (v) is the distribution function for the noise voltage
o v Consider the power dissipatiani.. as primarily consisting
o (v = Vaa) of dynamic power dissipation. Employing (B1) and (B2), we
ogy (py (v = Vag) + (1 = p,) fn (v)) dv rewrite the optimization problem (19) and (20) as
— [ ) lora(mu (0 = Via) + (L= p) I (0) o =
—oo minimize: Y ,Cr, Vi fe (B3)

(A5)

=0
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