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Abstract—A reliable high-speed bus employing low-swing signaling can be designed by encoding the bus to prevent crosstalk and provide error correction. Coding for on-chip buses requires additional bus wires and codec circuits. In this paper, fundamental bounds on the number of wires required to provide joint crosstalk avoidance and error correction using memoryless codes are presented. The authors propose a code construction that results in practical codec circuits with the number of wires being within 35% of the fundamental bounds. When applied to a 10-mm 32-bit bus in a 0.13-μm CMOS technology with low-swing signaling, one of the proposed codes provides 2.14× speedup and 27.5% energy savings at the cost of 2.1× area overhead, but without any loss in reliability.
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I. INTRODUCTION

Interconnects such as global buses in deep submicrometer system-on-chip (SOC) designs consume significant amounts of power [1]–[4] and have large propagation delays [1], [2], [5], [6]. Future SOCs are expected to follow the network-on-chip paradigm [7], where high-speed energy-efficient communication between various SOC components is vital. Power consumption and delay in interconnects are expected to increase in future technologies due to increasing interconnect densities and die sizes. According to the International Technology Roadmap of Semiconductors (ITRS) [1], gate delay reduces with scaling, while global wire delay increases. Therefore, the delay of global buses will act as the performance bottleneck in many high-performance SOC designs. Repeater insertion mitigates the delay to some extent at the cost of additional power dissipation and chip area [1]. Therefore, design of high-speed low-power buses is a critical problem in the design of high-performance and/or low-power SOCs.

Coding [8]–[23] has emerged as a promising solution to both power and delay problems in global buses. Past work in this area includes coding for: 1) low-power buses through self [8]–[10] and coupling [11], [13], [14] transition activity reduction (low-power codes); 2) delay reduction [12], [15], [16], [18] [crosstalk-avoidance codes (CACs)]; and 3) improved reliability in low-swing buses [error-control codes (ECCs)] [19], [20].

Coding involves mapping k data/information bits to n code bits resulting in an (n, k) code having a code rate of k/n. This mapping can involve memory. However, codes with memory, in general, suffer from error propagation at the decoder. Complex techniques, such as those employed in communication systems [24], are needed to ensure that error propagation is not catastrophic. We believe that such techniques are prohibitively complex to be used for on-chip buses in the foreseeable future. Further, even when the error propagation is not a concern, codes with memory tend to have significantly more complex
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encoders and decoders [18]. Therefore, we focus on memoryless codes in this paper.

The design of memoryless codes boils down to determining a subset \( \mathcal{C} \) of size/cardinality \( 2^k \) consisting of \( n \)-bit vectors derived from the set \( \mathcal{S} \) of all possible \( 2^n \) \( n \)-bit vectors. The codewords in \( \mathcal{C} \), referred to as the codebook, provide delay, power, or reliability benefits by satisfying specific constraints. For example, an \( (n, k, p) \) CAC achieves delay reduction by reducing the worst case delay of a bus from \((1 + 4\lambda)\tau_0\) to \((1 + p\lambda)\tau_0\), where \( \tau_0 \) is the delay of a crosstalk-free bus line, \( \lambda \) is the ratio of the coupling capacitance to the bulk capacitance, and \( p = 1, 2, \text{ or } 3 \) is the maximum coupling. Similarly, an \( (n, k, d) \) ECC improves the reliability of buses by increasing the minimum distance \( d \) [24]. Codes with minimum distance \( d = 3 \) are of specific interest as they achieve a single error correction. Codes have been proposed [21]–[23] that reduce the delay and improve the reliability/power simultaneously. Such joint codes, denoted as \( (n, k, p, d) \) codes, need to satisfy dual constraints of maximum coupling \( p \) and minimum distance \( d \). We use the notations \((n, k, p, -)\) and \((n, k, d, -)\) to signify that there are no constraints on \( d \) and \( p \), respectively.

Coding involves area, codec, and latency overheads. The area overhead is due to the additional \((n - k)\) bus lines that have the same line geometry and spacing as original \( k \) wires. Therefore, it is important to determine the minimum value of \( n (n \text{min}) \) necessary for a specific \( k \), in order to satisfy constraints on maximum coupling and/or minimum distance. Specific variations of this problem have been solved. For example, in [13], asymptotic bounds on \( k/n \) were derived for the three types of \( (n, k, p, -) \) CACs. However, these bounds do not provide us with the minimum number of wires needed to encode a given \( k \)-bit bus with memoryless codes. In [15] and [16], \( n \text{min} \) has been derived for the specific case of an \( (n, k, 2, -) \) CAC. Error-control coding theory [24] provides bounds on \( n \text{min} \) for \((n, k, 3, -)\) ECCs.

In this paper, we first derive \( n \text{min} \) for \((n, k, 1, -)\) and \((n, k, 3, -)\) CACs, thereby filling the gap in the existing theory. Employing these results, we derive bounds on \( n \text{min} \) for the general case of an \((n, k, p, d)\) CAC, thereby solving this problem in its entirety for memoryless codes.

From an implementation point of view, two challenges in approaching \( n \text{min} \) are the lack of a suitable code construction and the complexity of the codec circuits. In this paper, we present a code construction and derive several practical \((n, k, p, d)\) codes that can be used in the design of high-speed reliable low-swing buses. The performance of these practical codes is evaluated using a standard 0.13-\( \mu \)m CMOS technology.

The rest of this paper is organized as follows. In Section II, we present an overview of the coding schemes and define our notation and terminology. In Section III, we derive fundamental limits on the number of wires required for \((n, k, 1, -)\) and \((n, k, 3, -)\) CACs. In Section IV, we derive bounds on the number of wires required for joint error correction and crosstalk avoidance, i.e., \((n, k, p, d)\) codes. In Section V, we describe the code construction for practical encoding and decoding and derive several novel codes from the construction. We demonstrate the speedup and the energy savings achievable by the proposed codes using a standard 0.13-\( \mu \)m CMOS technology.

II. BACKGROUND

The minimum number of wires \( n \text{min} \) for a given \( k \)-bit bus is found by first determining the largest codebook \( \mathcal{C}(n, p, d) \) of \( n \)-bit vectors that satisfies the constraints on maximum coupling \( p \) and minimum distance \( d \). Since \( \mathcal{C}(n, p, d) \) needs to have at least \( 2^k \) codewords to encode a \( k \)-bit bus, \( n \text{min} \) is given by

\[
n \text{min} = n : \quad |\mathcal{C}(n, p, d)| \geq 2^k.
\]

For example, \( \mathcal{C}(n, -,-) \) has all \( 2^n \) codewords because there are no constraints on \( p \) and \( d \) and, hence, represents the uncoded case, where \( n \text{min} = k \).

In this section, we review past work on determining the minimum number of wires \( n \text{min} \) for \((n, k, 2, -)\) CAC and \((n, k, -3)\) ECC. We also describe the corresponding practical codes.

A. CAC With \( p = 2 \)

The delay of a wire is not a function of bits but of transitions occurring on the wire and its neighbors [12]. Therefore, crosstalk avoidance for delay reduction is a spatio-temporal problem. CACs can be designed by restricting the type of transitions that can occur on a wire and its neighbors.

CACs proposed in [16] reduce the maximum coupling to \( p = 2 \) by ensuring that a transition from one codeword to another codeword does not cause adjacent wires to transition in opposite directions. We refer to this condition as a forbidden-transition (FT) condition. Codes that satisfy the FT condition are referred to as FT codes (FTC). It has been shown in [16] that the size of the largest \( n \)-bit codebook satisfying the FT condition is

\[
|\mathcal{C}(n, 2, \text{FT}, -)| = F(n + 2)
\]

where \( F(n) \) is the Fibonacci sequence satisfying

\[
F(n) = F(n - 1) + F(n - 2), \quad \text{for } n \geq 3
\]

with initial conditions \( F(1) = F(2) = 1 \). Therefore, \( n \text{min} \) satisfies

\[
n \text{min} = n : \quad F(n + 2) \geq 2^k, \quad \text{for } p = 2 \text{ (FT)}. \quad (4)
\]

Worst case delay of \((1 + 2\lambda)\tau_0\) can also be achieved by avoiding bit patterns 010 and 101 from every codeword [15]. This condition is referred to as a forbidden-pattern (FP) condition and codes that satisfy the FP condition are called FP codes (FPC). The size of the largest codebook satisfying the FP condition is \( |\mathcal{C}(n, 2, \text{FP}, -)| = 2F(n + 1) \) [15] and, therefore, \( n \text{min} \) satisfies

\[
n \text{min} = n : \quad 2F(n + 1) \geq 2^k, \quad \text{for } p = 2 \text{ (FP)}. \quad (5)
\]

Note that \( n \text{min} \) is smaller for FPC. However, this translates into saving of at most one wire for a given \( k \).

For \((n, k, 2, -)\) CACs, code constructions exist that can be used to achieve \( n \text{min} \). However, encoding all bits at once using CAC is infeasible for large buses due to a prohibitive complexity of the codec circuits. Therefore, partial coding [15], [16] is employed, in which the bus is broken into subbuses of smaller width which are encoded into subchannels. These subchannels are then combined in such a way so as to avoid the crosstalk delay at their boundaries.

FTC and FPC are nonlinear codes. It has been shown that there is no linear code that satisfies the FT (FP) condition while requiring fewer wires than shielding (duplication) [25].

B. Error-Control Code (ECC)

A \((n, k, -3)\) code provides a single error correction by increasing the minimum distance to \( d = 3 \). The problem of finding the largest codebook \( \mathcal{C}(n, -3) \) satisfying \( d = 3 \) is unsolved [24]. Instead, an upper bound on the value of \( |\mathcal{C}(n, -3)| \) can be obtained. The upper bound, referred to as the Hamming bound, is computed by analytical methods and is given by [24]

\[
|\mathcal{C}(n, -3)| \leq \frac{2^n}{n + 1}. \quad (6)
\]
A Hamming code [24] is an example of single error correcting codes. Hamming codes are linear and systematic. In systematic codes, redundant/parity bits are added to the input bits, which are unchanged, to generate the codeword.

III. CROSS-TALK-AVOIDANCE CODING

In this section, we first present the conditions on the codewords required to achieve $p = 1$ and 3 and, then, derive $n_{\text{min}}$ for $(n, k, 1, −)$ and $(n, k, 3, −)$ codes. From Section II, we see that $n_{\text{min}}$ for $(n, k, 2, −)$ codes already exists in literature [15], [16]. Thus, the results of this section solve the two remaining cases.

A. CAC With $p = 1$

The analysis [13] of all possible transitions on a wire and its two adjacent wires shows that maximum coupling $p = 1$ can be achieved if and only if the transitions $\uparrow \times$, $\times \downarrow$, and $\downarrow \times$ (and their complements) are avoided. Here, $\times, \uparrow, \downarrow$, and $\times$ denote 0-to-1, 1-to-0, no, and don’t-care transitions, respectively.

Examples of bit patterns resulting in such transitions are shown in Fig. 1. From Fig. 1(a), the transition $\uparrow \times$ can be avoided if a codeword with 10 pattern does not transition to a codeword 01 pattern at the same bit boundary. In other words, the codebook cannot have both 01 and 10 at the same boundary (FT condition). We refer to a bit boundary as 01 type if the codebook has 01 patterns in some codewords at that boundary but has no 10 patterns in any of the codewords. Similarly, a bit boundary is 10 type if 10 appears at that boundary in some codewords, and a bit boundary is x type if the codebook has $\times$ patterns at that boundary.

Fig. 1(b) imposes the additional constraint that two adjacent bit boundaries in the codebook cannot both be 01 type or 10 type (Forbidden-overlap (FO) condition). The simplest FO code is half-shielding, where a shield wire is inserted after every two wires. We show that there is no linear code that satisfies FO condition while requiring fewer wires than half-shielding [18].

Theorem 2: A $(n, k, 3, −)$ code has an $n_{\text{min}}$ given by

$$n_{\text{min}} = n : \frac{2^n}{n + 1} \geq 2^k,$$

for $d = 3$. (7)

with initial conditions $G(1) = 2$, $G(2) = 3$, $G(3) = 4$, $G(4) = 5$, and $G(5) = 7$.

Proof: See [18].

B. CAC With $p = 3$

A wire has delay $(1 + 4\lambda)T_0$ if and only if it has a rising (falling) transition when both its neighboring wires have falling (rising) transitions. Therefore, the maximum coupling can be reduced to $p = 3$ if transitions $\uparrow \uparrow \downarrow$ and $\downarrow \uparrow \uparrow$ are avoided. This can be done if and only if a codeword having the bit pattern 010 does not transition to another codeword having the pattern 101 at the same bit position and vice versa. Thus, the codebook $C(n, 3, −)$ needs to satisfy the following necessary and sufficient condition.

Forbidden-overlap (FO) condition: The codebook cannot have both 010 and 101 appearing centered around any bit position.

Codes that satisfy the above condition are referred to as FO codes (FOC). The simplest FOC is half-shielding, where a shield wire is inserted after every two wires. We show that there is no linear code that satisfies FO condition while requiring fewer wires than half-shielding [18].

Theorem 2: A $(n, k, 3, −)$ code has an $n_{\text{min}}$ given by

$$n_{\text{min}} = n : T(n + 2) \geq 2^k,$$

for $p = 3$ (10)

where $T(n)$ is the tribonacci number sequence satisfying

$$T(n) = T(n - 1) + T(n - 2) + T(n - 3),$$

for $n \geq 4$ (11)

with initial conditions $T(1) = 1$, $T(2) = 1$, and $T(3) = 2$.

Proof: See [18].

IV. JOINT CAC AND ECC CODES

A $(n, k, p, d)$ code with $p = 1, 2, 3$ and $d = 3$ provides joint crosstalk avoidance and single error correction. In this section, we bound the value of $n_{\text{min}}$ for joint CAC-ECC codes by computing the bounds on the codebook size.

A. Exact Value of $n_{\text{min}}$ for Small $k$

Similar to standard ECC, the largest codebook $C(n, p, d)$ for $p = 1, 2, 3$ and $d = 3$ is not known. We can obtain $C(n, p, d)$ by finding the largest clique in a graph representing maximum coupling and minimum distance conditions [21]. The graph has all $2^n$ codewords as nodes and edges between all pairs of codewords that satisfy both conditions. The value of $n_{\text{min}}$ can be obtained by using (1). However, the problem of finding the largest clique in a graph is NP-complete, and an algorithm such as the reactive local search [26] requires excessive time and memory to compute $C(n, p, d)$ for large $n$.

The value of $n_{\text{min}}$ for $n \leq 11$ computed using the Max Clique Solver [26] is shown in Table I. As expected, there is a tradeoff between the bus delay and the number of wires $n$ required to encode a given bus. For example, to encode a 4-bit bus with a joint code, 11 wires are required for $p = 1$, ten wires for $p = 2$ (FT), nine wires for $p = 2$ (FP), and eight wires for $p = 3$.

B. Bound on the Value of $n_{\text{min}}$ for Large $k$

For $n > 11$, we present the following bound on the value of $n_{\text{min}}$.

Theorem 3: The value of $n_{\text{min}}$ for $(n, k, p, 3)$ code satisfies

$$n_{\text{min}} = n : 2^k \leq \begin{cases} \frac{G(n)}{F(n + 3)} & p = 1 \\
\frac{F(n + 2)}{G(n + 1)} & p = 2 \text{ (FT)} \\
\frac{G(n + 1)}{G(n + 2)} & p = 2 \text{ (FP)} \\
\frac{T(n + 3)}{(n/2) + 2} & p = 3 
\end{cases}$$

(12)
The fundamental bounds do not provide us with an implementation for the joint codes. We employ a code construction derived from the coding framework proposed in [22] to design practical joint codes. The code construction is shown in Fig. 2. A k-bit input is first encoded using CAC. Then, ECC generates parity bits for the l bits at the output of CAC. Here, we assume that ECC is a systematic code. The parity bits generated by ECC do not satisfy the constraint on coupling. Therefore, we need to encode them using a CAC. However, CAC for the parity bits must be a code that does not modify the parity bits in any way as decoding of ECC has to occur before any other decoding in the receiver. Therefore, a linear crosstalk code (LXC), which does not modify its inputs, is employed to encode the encoded parity bits. The LXC employs half-shielding for p = 3, shielding for p = 2 (FT), duplication for p = 2 (FP), and duplication and shielding for p = 1.

A practical joint CAC-ECC code can be obtained by combining any of the practical CACs with a Hamming code using the construction in Fig. 2. Table II lists the coding schemes for FOC+HC, FTC+HC, and OLC+HC that combine a Hamming code with FOC(5,4), FTC(4,3), and OLC(8,4) based CACs [23], respectively. Alternative constructions referred to as duplicate-add-parity (DAP) [25] and duplicate-shield-add-parity (DSAP) [23] are also listed in the table.

Table II also lists the number of wires required for a 32-bit bus employing the practical code and compares it with the fundamental bounds derived in Section IV. The number of wires required for the practical codes is within 35% of \( n_{\text{min}} \). We see that DSAP requires lower number of wires than OLC+HC. For a 32-bit bus, DSAP requires 97 wires compared to 106 wires for OLC+HC.

V. SIMULATION RESULTS

We quantify the benefits of the crosstalk avoidance and error correction by computing the reduction in delay and energy dissipation for a 32-bit, metal 4 bus with minimum width and spacing in a standard 0.13-µm CMOS technology for various values of bus length \( L \).

The codecs, i.e., encoders and decoders, are synthesized using a 0.13-µm CMOS standard cell library and optimized for speed. The overhead required in terms of area, delay, and energy dissipation is obtained from synthesized gate level netlists. The codecs employ a nominal supply voltage \( V_{dd} = 1.2 \) in order to ensure reliable coding and decoding operations.

The speedup of code 1 over code 2 is defined as

\[
\text{speedup} = \frac{T_{b1} + T_{c1}}{T_{b1} + T_{c2}}
\]

where \( T_{b1} \) is the bus delay with code 1 and \( T_{c1} \) is the codec delay (sum of encoder and decoder delays) of code 1. The energy savings and area overhead include codec energy dissipation and area, respectively.

In Table III, we compare codes for a 32-bit bus. Bus delay and energy dissipation are listed as function of \( \lambda \), the interwire spacing. In Fig. 4, we plot the relative delay as a function of \( \lambda \). Note that \( V_{dd} \) is the supply swing at which the residual word-error rate is equal to \( 10^{-20} \). The corresponding codec overheads in 0.13-µm technology are listed. The total area overheads over a 32-bit uncoded bus for \( L = 10 \) mm are also shown.

Fig. 3(a) plots the speedup over the uncoded bus as a function of \( \lambda \) at \( L = 10 \) mm. Hamming code has a speedup of less than one, indicating an effective slow down due to the codec delay. Along with the single error correction, joint codes offer a crosstalk avoidance and, hence, have significant speedup. FOC+HC reduces the bus delay to \((1 + 3\lambda)\tau_0\) and achieves a speedup of close to one for \( L = 10 \) mm. Therefore, FOC+HC can be used as a “zero-latency” error correction code, in the sense that the reduction in the bus delay completely masks coding latency for global buses. DAP and DSAP reduce maximum coupling to two and one, respectively, and achieve speedups of 1.44 and 2.14, respectively, at \( L = 10 \) mm and \( \lambda = 2.8 \). Speedup is an increasing function of \( L \) and \( \lambda \) and, therefore, technology scaling leading to reduced codec delay, larger \( L \), and larger \( \lambda \) will improve the achieved speedup.

Along with speedup, joint codes achieve energy savings over the uncoded bus as shown in Fig. 3(b). Energy savings over uncoded bus are achieved mainly due to the reduced swing. Further, many of the joint codes also reduce the coupling component of energy. Therefore, energy savings improve with \( \lambda \). Although OLC+HC has the lowest coupling transition component of energy, its high self-transition component of bus energy and codec energy dissipation makes it unsuitable as an energy-efficient code in current technology. DAP and DSAP provide 27.5% energy savings at \( L = 10 \) mm and \( \lambda = 2.8 \). These codes have the lowest codec energy dissipation as shown in Table III. As shown in Fig. 3(b), the achieved energy savings improve with \( L \) because the codec energy overhead accounts for a smaller portion of the total energy for long buses.

A. Alternatives to Coding

An alternative to coding for delay reduction is to increase the interwire spacing. In Fig. 4, we plot the relative delay as a function of relative area for FOC, FTC [18], and OLC and compare that with the relative delay achieved via increasing spacing. While FOC provides no benefits over increasing spacing, FTC and OLC provide a significant delay reduction beyond what is achievable by just increasing spacing. Specifically, OLC provides 74% reduction in delay compared to 57% achieved by spacing with the same area overhead.

Increasing the interwire spacing also reduces the power dissipation by reducing the coupling capacitance. However, it does not provide reliability against external noise sources. Here, we compare a Hamming-coded 32-bit bus with spacing increased, such that it occupies the same area as a DAP-coded bus. Note that both schemes employ low-swing...
TABLE II
PRACTICAL JOINT CODES AND COMPARISON WITH FUNDAMENTAL LIMITS ON MINIMUM NUMBER OF WIRES \( n_{\text{min}} \)

<table>
<thead>
<tr>
<th>Coding Scheme</th>
<th>Maximum coupling ( p )</th>
<th>Minimum distance ( d )</th>
<th>Components</th>
<th>Number of wires for 32-bit bus</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOC+HC</td>
<td>3</td>
<td>3</td>
<td>FOC(5,4)</td>
<td>Hamming Half-shielding</td>
</tr>
<tr>
<td>FTC+HC</td>
<td>2 (FT)</td>
<td>3</td>
<td>FTC(4,5)</td>
<td>Hamming Shielding</td>
</tr>
<tr>
<td>DAP</td>
<td>2 (FP)</td>
<td>3</td>
<td>Duplication</td>
<td>Purity Shielding</td>
</tr>
<tr>
<td>OLC+HC</td>
<td>1</td>
<td>3</td>
<td>OLC(8,4)</td>
<td>Hamming Duplication+Shielding</td>
</tr>
<tr>
<td>DSAP</td>
<td>1</td>
<td>3</td>
<td>Duplication+Shielding</td>
<td>Purity Shielding</td>
</tr>
</tbody>
</table>

TABLE III
CODE COMPARISON FOR A 32-BIT BUS

<table>
<thead>
<tr>
<th>Coding Scheme</th>
<th>No. of wires</th>
<th>Delay ((\times \tau_0))</th>
<th>Average energy ((\times C F_d^2 V^2))</th>
<th>( \dot{F}_{d, 0} ) (V)</th>
<th>Area (( \mu m^2 ))</th>
<th>Delay (( ps ))</th>
<th>Average energy (( pJ ))</th>
<th>Area overhead (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncoded</td>
<td>32</td>
<td>1 + 4( \lambda )</td>
<td>8.00 + 15.0A</td>
<td>1.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>Hamming</td>
<td>38</td>
<td>1 + 4( \lambda )</td>
<td>9.5 + 18.5A</td>
<td>0.884</td>
<td>6427</td>
<td>1005</td>
<td>9.90</td>
<td>24.1</td>
</tr>
<tr>
<td>FOC+HC</td>
<td>49</td>
<td>1 + 3( \lambda )</td>
<td>10.3 + 17.0A</td>
<td>0.889</td>
<td>11069</td>
<td>1209</td>
<td>15.5</td>
<td>62.8</td>
</tr>
<tr>
<td>BSC</td>
<td>65</td>
<td>1 + 2( \lambda )</td>
<td>16.3 + 16.0A</td>
<td>0.860</td>
<td>5978</td>
<td>1230</td>
<td>7.40</td>
<td>109.5</td>
</tr>
<tr>
<td>FTC+HC</td>
<td>65</td>
<td>1 + 2( \lambda )</td>
<td>10.4 + 15.4A</td>
<td>0.896</td>
<td>11180</td>
<td>1275</td>
<td>15.4</td>
<td>113.6</td>
</tr>
<tr>
<td>DAP</td>
<td>65</td>
<td>1 + 2( \lambda )</td>
<td>16.3 + 16.0A</td>
<td>0.860</td>
<td>4016</td>
<td>1111</td>
<td>5.36</td>
<td>108.0</td>
</tr>
<tr>
<td>OLC+HC</td>
<td>106</td>
<td>1 + ( \Lambda )</td>
<td>18.6 + 12.2A</td>
<td>0.900</td>
<td>25494</td>
<td>1639</td>
<td>31.17</td>
<td>255.2</td>
</tr>
<tr>
<td>DSAP</td>
<td>97</td>
<td>1 + ( \Lambda )</td>
<td>16.3 + 16.0A</td>
<td>0.860</td>
<td>4016</td>
<td>1111</td>
<td>5.36</td>
<td>209.5</td>
</tr>
</tbody>
</table>

Fig. 3. Comparison across \( \lambda \) for 32-bit bus with \( L = 10 \) mm: (a) speedup and (b) energy savings over uncoded bus.

signaling to reduce the power dissipation. Simulation results show that increasing spacing of a Hamming-coded bus reduces delay by 22% and power by 23% with respect to the uncoded minimum-spaced bus. From Fig. 3, DAP with minimum spacing reduces delay by 32% and power by 30%. Clearly, coding is a better alternative to increasing interwire spacing in terms of both delay and power dissipation. Further, these benefits are expected to increase in future technologies, as codec overheads will decrease with technology scaling.

Another alternative to delay reduction is repeater insertion. However, repeater insertion increases the power dissipation. We have shown in [25] that joint codes are a better alternative to Hamming codes with repeater insertion as joint codes reduce the power dissipation at the same time. Specifically, we have shown that the repeater insertion provides 2.97× speedup for Hamming coded bus. However, this comes at the cost of 57% energy overhead as repeaters consume significant power to drive high-bus capacitances. In contrast, DAP provides 2.09× speedup and 27% energy savings. Therefore, coding is a better alternative to repeater insertion for delay reduction as it reduces the power dissipation at the same time.

Fig. 4. Coding versus spacing: Delay reduction for \( L = 10 \) mm and \( k = 32 \).
Although the repeater insertion provides slightly higher speedup in the current technology, the diverging trend between the gate and interconnect delays will make coding superior to repeater insertion in the future. We have used ITRS guidelines to show that this is indeed the case for 90-nm and smaller technologies [27]. In Fig. 5, we plot the power versus the delay tradeoff achieved using the repeater insertion, joint repeater insertion and FTOC [18], and joint repeater insertion and OLC for a 10-mm 32-bit bus in 45-nm technology. It is seen that the joint repeater insertion and OLC achieves 69.4% power savings while achieving the same delay as the optimally repeater inserted bus. Further, OLC, when used with optimal repeater insertion, achieves 21% speedup and 40% power savings over optimal repeater insertion.

VII. CONCLUSION

All joint codes presented in this paper trade off the delay and power dissipation in the bus with delay and power dissipation in the codec. This tradeoff will be increasingly favorable in future technologies due to the increasing gap between the gate delay and interconnect delay, and due to the longer bus lengths. Therefore, the codes presented in this paper will result in a greater reduction in energy dissipation and delay in SOCs of the future [27].
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