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A Coding Framework for Low-Power
Address and Data Busses
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Abstract—This paper presents a source-coding framework for internal to a chip. Power dissipation on these busses mainly
the design of coding schemes to reduce transition activity. These gccur during signal transitions and reducing them will reduce

schemes are suited for high-capacitance busses where the extra | nower dissipation. Therefore, various techniques have
power dissipation due to the encoder and decoder circuitry is !

offset by the power savings at the bus. In this framework, a P€€n proposed in literature [2], [8], [12], [17]-[21] to encode
data source (characterized in a probabilistic manner) is first data on a bus to reduce the average and peak number of
passed through a decorrelating function f;. Next, a variant transitions.

of entropy coding function f, is employed, which reduces the In this paper, we present a source-coding framework for

transition activity. The framework is then employed to derive - .
novel encoding schemes whereby practical forms fof, and f» are describing low-power encoding schemes and then employ the

proposed. Simulation results with an encoding scheme for data framework to develop new encoding schemes. This paper is
busses indicate an average reduction in transition activity of 36%. a continuation of our effort in developing an information-
This translates into a reduction in total power dissipation for bus  theoretic view of very large scale integration (VLSI) com-
capacitances greater than 14 pF/b in 1.2:m CMOS technology. — 1a4ign [9], [16], whereby equivalence between computation
For a typical value for bus capacitance of 50 pF/b, there is a d cation is bei blished. Thi val h
36% reduction in power dissipation and eight times more power &Nd communication is being established. This equivalence has
savings compared to existing schemes. Simulation results with provided lower bounds on power dissipation for digital VLSI
an encoding scheme for instruction address busses indicate ansystems [9], [16] and has, for the first time, provided a common
average reduction in transition activity by a factor of 1.5 times  hread linking various levels of the VLSI design hierarchy. In
over known coding schemes. - .
the framework proposed here, a data source (characterized in
Index Terms—CMOS VLSI, coding, high-capacitance busses, a probabilistic manner) is first processed by a decorrelating
low-power design, switching activity. function f;. Next, a variant of entropy coding functiofs is
employed, which reduces the transition activity. All past work
|. INTRODUCTION in this area [2], [8], [17]-[20] can be shown to be special
ases of this framework.

OWER dissipation has become a critical design conce(r: Data transfers on microprocessor address busses are often
in recent years driven by the emergence of mobile appli- P

cations. Reliability concerns and packaging costs have masbe?quennal (ie., curre_nt data value equals the previous Fiata
power optimization relevant even for tethered application{&U€ PIus a constant increment) due to fetches of instructions
As system designers strive to integrate multiple systems gHid @rray elements. This property can be exploited to reduce
chip, power dissipation has become an equally importafigSitions by the use of Gray codes, as proposed in [20]. The
parameter that needs to be optimized along with area SRRy code reduces the number of transitions for sequential

speed. Therefore, extensive research into various aspect@gfeSses because consecutive code words differ in only one

low-power system design is presently being conducted [Qi,t position. This code does not, however, significantly reduce

[4], [10]. Power-reduction techniques have been proposedtrzﬁnsmons for data busses because consecutive data values are
all levels of the design hierarchy beginning with algorithm&Pically not sequential. Another encoding scheme for address
[3], architectures [14], and ending with circuits [1], [13], and®Pusses (denoted as ti¥0 scheme) is presented in [2], in
technological innovations [6]. which, if the next address is greater than the current address
integrated circuit (IC) ranges from 10% to 80% of the tote}" extra “increment” bit is set to one. As mentioned before,
power dissipation with a typical value of 50% for circuitdhis encoding scheme is not effective for data busses.
optimized for low power [18]. The high-power dissipation In [8], @ scheme, termed bus-invert coding in [18], is
at the 1/0 pads is because off-chip busses have SWitchin@sented to reduce the number of transitions on a bus. This
capacitances that are orders of magnitude greater than thegleeme determines the number of bus lines that normally
change state when the next output word is clocked onto the
Manuscript received May 13, 1997; revised January 23, 1998. This wojys. When the number of transitions exceeds half the bus
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Fig. 1. Generic communication system.
Fig. 2. Generic communication system for a noiseless channel.

uncorrelated data and a bus width of 8 b, the reduction

in transitions is approximately 18%. Bus-invert coding also  Tx ™~~~ Source Coder "~ . Rx_ " Soure Decoder 7

halves the peak number of transitions. This scheme does NSt , e, s 0D
a p ’ ! : ! 2 1 Channel ! 2 ! X

however, perform well for correlated data and for larger bus | pecorrelator  Entropy Coder ) '__Entropy Decoder Correlator |

widths. It was proposed in [19] that larger busses be split
into smaller busses and that correlated data be compres@@oe- Practical communication system for a noiseless channel.
in a lossless manner to achieve decorrelation. The power

dissipation in compression and uncompression steps, howeygguired in the representation of the source is minimized.

can be considerable, thereby offsetting any savings in powghile the source coder removes redundancy, the channel coder
on the bus. Employing the source-coding framework in thigdds just enough of it to combat errors that may arise due to the
paper, we show that a two-step process involving functiins noise in the physical channel. This view of a communication

and f2, in most cases, is better (in terms of coding hardwaggstem has been the basis for the enormous growth in the
overhead and reduction of transition activity) than CompreSSigﬂ;tinct areas of source Coding, channel Coding, and error
followed by bus-invert coding. correcting codes. In the present context, we consider the bus

One of the choices for the functioft in our framework petween two chips as the physical channel and the transmitter
is similar to the scheme in [7], where signal samples havirgd receiver blocks to be a part of the pad circuitry, driving
higher probability of occurrence are assigned code words With case of the transmitting chip) or detecting (in case of the
fewer “ON” bits. This scheme is suited for optical networkgeceiving chip) the data signals. Furthermore, unlike in [16],
where the power dissipation depends on the numbeorof \ve will assume here that the signal levels are sufficiently high
bits. In VLSI systems, however, power dissipation depends @8 that the channel can be considered as being noiseless. While
the number of transitions rather than the numbeowits.  this noiseless channeissumption is true for most systems

Simulation results are presented employing the proposgfdiay, this will not be the case for future systems where the
encoding schemes, which indicate an average reductionsignal swings will be reduced to reduce power. The noiseless
transition activity of 36% for one such encoding scheme f@hannel assumption allows us to eliminate the channel coder,
data streams. In addition, it is shown that a reduction in powgdsulting in the system shown in Fig. 2. Here, we have an
dissipation occurs if the bus capacitance is greater than détropy codemt the transmitter, which compresses the source
pF/b in 1.2um CMOS technology. Simulation results withinto a minimal representation i.e., a representation requiring
an encoding scheme for instruction address busses indicater# minimum number of bits. This number is given by the
average reduction in transition activity by a factor of thregntropy H(X) [5] of the sourceX. In order to define the
and 1.5 times over the Gray arifi0 [2] coding schemes, entropy, consider the source in Fig. 2 to be a discrete source
respectively. We also present an adaptive scheme that moni@sferating symbols from the sét = {Xo,X1,---, X1}
the statistics of the input and adapts its encoding scheme o¥ggording to a probability distributioRr(X). A measure of
time. the information content of this source is kntropy H(X),

The remainder of this paper is organized as follows. '&ven by (1) whereP, N Pr(X = X;) fori=0,---,L— 1
Section Il, a framework for describing encoding schemes 38q whereH (X) T
presented. In Section lll, we develop the proposed encoding
schemes and examine the effect of adding redundancy to
the encoding schemes. In Section IV, simulation results are
presented to compare the performance of the proposed and
existing schemes. In practice, due to data dependencies and the constraint of

having integer code-word lengths, it becomes necessary to take

Il. SOURCECODING FRAMEWORK data block§[z(n), z(n—1),-- -, z(n—M+1)} to create a “su-
ersymbol” and then apply entropy coding. Doing so, however,
Hereases the coder hardware complexity exponentially with
e block lengthd/. To address this problem, low-complexity
schemes (see Fig. 3) involving a decorrelating functign
) o followed by a scalar entropy codghk have been proposed.
A. Generic Communications System This is a suboptimal structure if the functigh is unable to

A generic communication system (see Fig. 1) consists ofr@amove all the data dependencies. If the functfors a linear
source coderchannel codernoisy channelchannel decoder predictor, then the structure shown in Fig. 4 is obtained, where
and source decoderThe source coder (decoder) compressds represents the vector of the impulse response of a linear
(decompresses) the input data so that the number of Hitter. It can be seen that the linear predictrremoves the

is in bits as follows:

L—1
H(X)= - Plog,(P,) bits. (1)
=0

In this section, we describe the components of a gene
communications system and then develop the proposed fra
work.
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for a B-b input, at mostiB delays an®B exclusive-or gates
are needed, in addition to the hardware required to implement
the functionsF, fi, f», f5*, and f. It is possible to reduce
the hardware depending on the actual choicesffoand f-
by optimizing the encoder and decoder each as a whole and
also by sharing logic between the encoder and decoder in a
bidirectional pad.

In Section |I-C, we propose practical choices 10r f;, and
f2 and then evaluate the performance of encoding schemes
employing different combinations df, f;, and f,. Since the
aim of the encoding is to reduce power dissipation, for a choice
of F, fi, and f, to be practical, the power dissipation at the
encoder and decoder should be less than the savings achieved
Fig. 5. Framework for low-power encoder and decoder. at the bus. This, in turn, implies that the amount of hardware
in the encoder and decoder should be as small as possible.
In addition, in systems where the latency for bus access has
to be small, the delay through the encoder and decoder has
to be low.

Fig.

linear dependencies in(n), and the entropy codef, then
compresses the output ¢f in a lossless manner.

B. The Source-Coding Framework C. Alternatives forF"

The proposed framework in Fig. 5 is based upon the 1ow- 1y |geniity: The output of thedentity function is equal to

complexity source-coder architecture (see Fig. 4). As dlﬁ]-e input
cussed before, the functiofy decorrelates the input(n).
Therefore, the prediction erra(n) is a general function of Identity(a) = a. (6)
the current value of(n) and the predictioni:(n) as follows:

X Hence, ifidentity is employed forF, thenz(n) = z(n — 1).

e(n) = fi(x(n),&(n)) (2) The identity function requires no hardware to implement and

is useful if the data source has significant correlation.

where f; could be a linear or a nonlinear function of its . L
L : 2) Increment The output of thencrementfunction is equal
arguments. The predictioi(n) is a function of the past values : )
to the input plus one as follows:

of z(n) as follows:

#(n) = Fla(n — 1), 2(n—2),-,a(n— M+1)). (3) Increment(a) = a + 1. 7
For complexity reasons, we restrict ourselves to a value gence. ifincrementis employed forf”, theni(n) = x(n —
M = 9. 1) 4+ 1. Theincrementfunction is useful ifz(n) is the data on

The function f, employs a variant of entropy codingthe address bus of a microprocessor because, due to fetches

whereby, instead of minimizing the average number of pifd instructions and array elements, the next address on the
at the output, it reduces the average number of transitio@ddress bus usually equals the current address plus unity (or
The functionf, employs the error(n) to generate an output SOMe power of two). This function requires an incrementer
y(n), which has a “one” to indicate a transition and a “zero” t§2ch at the encoder and decoder.
indicate no transition. This code word is then passed through
an xOR gate to generate the corresponding signal waveforis Alternatives forf,
on the bus. Hence, the outputn) of the encoder is given by 1) Exclusive-OrXoR: The exclusive-orfunction xor is
y(n) = fol fr(x(n), 2(n))) & yln — 1). @) giver_1 by a bit-wise exclusive-or of the current input and the
prediction
In summary, the functiorf; decorrelates the input and, in N N
the process, skews the input probability distribution so fhat xor(z(n), #(n)) = x(n) & 2(n). (8)
can reduce the transition activity by a memoryless mapping gh example of thexor function for a 3-b input word is shown
¢(n). The outpute(n) of the decoder is given by in Table 1. If the inputz(n) is B-b wide, then thexor function
_ -1 _ - will require B exclusive-or gates at the encoder. It can be
#n) = folfz " (wln = 1) @ y(n)), &(n)) ®) shown that if f; is anxor function (at the encoder), thefy
where f3; is determined by the choice gof;. The function is also anxor function (at the decoder). HencB, exclusive-
fy' assigns a level to the input based on an exclusive-or gates are required to implemefy. If F is identity, then
of the previous inputy(n — 1) and the current inpug(n). the only difference between the encoder and decoder is that
The functionf; calculatesz(n) employing the erroe(n) and the encoder employg,, whereas the decoder emplof;l.
the predictionz(n). A chip or a pad, which both sends andrherefore, the hardware between the encoder and decoder in
receives data to and from a bus, will need an encoder ana aidirectional pad can be shared, as shown in Fig. 6, by
decoder. In order to implement the encoder and the decoéenploying an additional control line into a multiplexer that
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TABLE 1l

Enc/Dec DESCRIPTION OF DATA SETS
Data [[ Description
A3 2.88MB of 16 bit PCM audio data (pop music)
A4 2.88MB of 16 bit PCM audio data (pop music)
A7 2.88MB of 16 bit PCM audio data (classical music)
CcO 0.80MB of 16 bit communications channel data
V1 3.80MB of 8 bit video data (miss america)
V2 22.7MB of 8 bit video data (football)
Fig. 6. Encoder and decoder can share hardware whea xor and F is %5 9.70MB (380 QCIF frames) of 8 bit video data (car phones)
identity: R1 0.10MB of white, uniformly distributed data
' PS 0.10MB Postscript file
if (z(n) > Z(n) && 27(n) > z(n))
dbm = 22(n) — ?(n) TABLE llI
else if (z ~ && o0 B CORRELATION AND KULLBACK—LEIBLER DISTANCE BEFORE
z(n) <(n) #(n) = z(n) < 2) AND AFTER xor AND dbm
dbmn = 2z(n) — 2z(n) — 1;
else if (/g;(n) < B—l) Datal]] Correlation 1 Kullback Leibler distance (in bits)
dbm. = z(n); {Orig. | zor | dbm [[D(Orig.Jlunif) D{wor[lunif.) D{dbm]unif.)
else A3 [[0.9628 [0.1750]0.4752 117 276 3.25
dbm = 2[3 1 A4 0.9712 | 0.1463 | 0.5484 2.05 4.03 4.52
—z(n) A7 |[09922 | 0.1116 |0.8079 3.20 528 5.80
CcO (.2952 F0.2350 0.3430 1.64 1.28 1.38
Fig. 7. dbm function. Vi |[0.672 | 0.2238 | 0.4537 2.25 380 1.18
V2 0.8747 1 0.2550|0.4470 1.05 2.20 2.56
V3 0.9199 1 0.2657|0.4007 0.64 2.54 2.93
TABLE | R1 0.0012 | -0.0013}+0.0023 0.00 0.00 0.00
EXAMPLE OF xor AND dbmn PS 0.2367 | 0.2791]0.4954 3.75 2.72 2.44
z(n) | z(n) ” zor(z(n), z(n)) [ dbm(z(n), z(n))
010 000 010 011 0.09 T T T T T
010 001 011 001 0.08 b qpm(viqe02) —_
010 010 000 000 Original y(|jd902 -----
010 | o1l 001 010 0.07 xor(videoz) -+ ]
010 100 110 100 - 0.06 £ =
010 101 111 101 = 0.05 |
010 110 100 110 s
010 | 111 101 111 e 004
0.03 ~
0.02 e
0.01 o . y . T
AL 0 = s = L
A
dbm(x(n), x(n)) >3 1 0 2 4 5 6 7 200 250 300
x(n) —Jo 1 2 3 45 6 7 Fig. 9. Probability distribution fol’2 data before and after applyingr
? and dbm.
A
x(n) =2

In Table Ill, we compare signal correlation before and after
applyingxor and dbm to the data sets in Table Il assuming

) 1 _ F is theidentity function, i.e.,Z(n) = z(n — 1). The signal
selects either the output gk or that of f, = depending on correlation p is given by

whether the input is to be encoded or decoded, respectively.
2) Difference-Based Mapping (dbm)hedifference-based o= Ef(x(n) — p) (x(n = 1) — )] (9)
mappingdbm is described in Fig. 7, where thbm function El(z(n) — n)?]
returns the difference betweer(n) and #(n) properly ad- \where % is the mean of the signat(n) and E[] is the
justed so that the output fits in the availalikeb. If the input - expectation operator. We see that there is a reduction in
z(n) is B-b wide, then thelbm function will require three correlation after applyingor and dbm. The probability dis-
B-b subtractersp inverters, and3 4-to-1 multiplexers each tripution at the output ofxor and dbm for V2 data in
at the encoder and decoder. An exampledbfn is shown Taple Il is shown in Fig. 9 along with the original probability
in Table I, where we see that thibm output is zero when distribution. Bothxor anddbm skew the original distribution
the current and previous inputs are equal, and it increaseS@smost of the data sets and, hence, engbl¢o reduce the
the distance (absolute difference) between the current inpuimber of transitions even more. The skew in the probability
and the prediction increases. This is also shown graphicadlistributions at the output gf, can be measured in terms of the
in Fig. 8. Kullback-Leibler distance [5] between the given probability
In this paper, we will use the audio, video, random, andistributionp and the uniform distributiom, and is given by
ASCII data sets in Table Il to provide simulation result§10). A higher Kullback—Leibler distance from the uniform

Fig. 8. Example of(dbm).
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if (nl(c(n)) > _gi) Determine 7, tho number of 1’s in vbm(a), using (2.13);
tnv = invert bits in e(n) and set invert bit to 1 val = a — Z ( ) +1;
else for (j = k; J>0,]——)
o . - . -
tnv = do not invert bits in e(n) and set invert bit to 0 if (val < ( - ))
) set bit j of vbm to 0;
Fig. 10. The functioninv(e(n)). else {
set bit 5 of vbm to 1;
— 7—1Yy.
TABLE IV val = val — (77 );
EXAMPLE OF inv, pbm, AND vbim FUNCTIONS ) L
a=z(n) @y(n - 1) ] Pr(a) [ inv(a) l pbm(a I vbm(a)
000 0.2864 | 0000 000 000 Fig. 11. The algorithm to implementbm(a).
001 0.1766 0001 010 001
010 0.2201 0010 001 010
(1’(1)(1) 8-(1)7;2 ;108 (1)0(1’ (1)‘1)(1’ 3) Value-Based Mapping (vbm)n Fig. 9, we see that after
.0573 10 1 :

To1 00341 T 1010 110 110 xor anddbm are applied, sma!ler values' are gen_erally more
110 0.0259 | 1001 101 101 probable than Iarge_r values. Thls is esp(_amally trug is dbm_.
111 0.0280 | 1000 111 111 We make use of this feature irbim, in which code words with

fewer ones are assigned to smaller values and then map a
“one” to a transition waveform and a “zero” to a transitionless
distribution indicates a more effective because it indicates waveform using an exclusive-or gate. The functidmu is
a more skewed distribution, which in turn, would enafileo  such that it satisfies (12) as follows:
reduce the number of transitions even more as follows:
)) V(a,b), a<b=nl(vbm(a)) < nl(vbm(b)). (12)
bits.

D(pllg) => p(x 10g2< & (10)

E. Alternatives forf,

The functionvbm makes the assumption that smaller values
are more probable than larger values. An examplelafi is
shown in Table IV. The advantage obm over pbm is that

1) Invert (inv): Theinv function is given in Fig. 10, where a representative data sequence is not needed. The reduction
n1(-) returns the number of ones in the binary representationioftransitions withvbm, however, is usually lower thapbm.
its argument. If the number of ones ifin) [or the number of Note that the functionvbm can be generated algorithmically
transitions inz(n)] exceeds half the number of bus lines, theby realizing that if there aré ones invbm(a) then bitk — 1
the input is inverted and the inversion is signaled using an extvbm(a) is one ifa — £!_§ (f) > (*71). Once bitk — 1 of
bit. The functioninv has been employed in bus-invert codingbm(a) is determined, the lower order bits can be similarly
[18]. An example of thénv function is shown in Table IV. The determined in an iterative fashion. The number of ones,
hardware required to implement tiwev function is described in vbm(a) can be determined by findingsuch that (13) is

in [8] and [18]. satisfied as follows:

2) Probability-Based Mappingpbm): In the pbm func- i il
tion, the number of ones in the input is reduced by assigning, Z <k> <a+1l< Z < ) (13)
as in [7], code words with fewer ones to the more frequently =0 J

occurring code words. We then map a “one” to a transition
waveform and a “zero” to a transitionless waveform using aie algorithm to implementbm is shown in Fig. 11. This
exclusive-or gate. Thugbm satisfies (11) as follows: algorithm can also be employed to generaeliaited-weight
code [19] for an arbitrary. A similar algorithm is employed
V(a,b),  Pr(a)>Pr(b) = nl(pbm(a)) < nl(pbm(b)).  at the decoder. The algorithm in Fig. 11 requideslocks,
(11) wherek is the number of bits in the outpyt»). The binomial
coefficients(”) can be precomputedi—2) (k—4)/4 binomial
The probabilities in (11) can be computed using a repres%eﬁlments(n)eed to bgprecorzput((je]ij TZ]E& fun():{zibrn can be
tative data sequence. The functiphm reduces the number|mplemented either algorithmically, employing the algorithm
of ones. Thus, if the most probable valuedth) is a, then Fig. 11, or by employing combinational logic. An 8-b

pbm(a) = 0. The next.B most probable values of(n) input typically requires 700 gates each to implement and
are mapped to2* (: = 0---B — 1) by pbm. The next -

(?) most probable values are mapped to all values with

exactly two ones, and so on. An examplepdfm is shown

in Table Il. The hardware required to implemepibm will Ill. ENCODING SCHEMES

depend on the input probability distribution. An 8-b input In this section, we present reduced transition activity en-
typically requires approximately 800 gates each to implemerdding schemes based upon alternatives for the functigns
pbm and pbm ™. Since the hardware requirement gbin  f1, and f», defined in the previous section. The proposed
can grow exponentially with the input bit-width, we can spliencoding schemes are summarized in Table V, where we have
wide busses into multiple narrow busses and appiyn seven encoding schemes using different combinations’,of
independently on each of the smaller busses. f1, and f.
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TABLE V -
ENCODING SCHEMES s K T T T
Q
Encoding scheme ” F I f1 rfz <é 0.875K in?—;?% t n
ror-pbm Tdentity Tor pbm }% 0.75K + - T0. 28
ror-vbm Identity Tor vbm g O.B25K |eevreerrreeosmsebeeresesser
dbm-pbm Identity dbm | pbm =
dbm-vbm Identity dbm | vbm % 0.5K -
zor-inv (Bus-Invert) || Identity ror nu 1—3' 0.375K
dbm-inv Identity dbm | inv 5 095K L =N
inc-xor Increment | zor Identity = ’ e B
& o125k | “13:\-@ .
§ 0 ] i i i AN S
< 0 0.2 0.4 0.6 0.8 1

Probability of in-sequence address (q)

Fig. 13. Analytical estimate of transition activity for unsigned, Gray,
and inc—xor coding schemes.

of extra lines on the bus, or temporal redundancy in the form
Fig. 12. Encoder and decoder forc—xor. of extra clocks to transfer the data, or both [17]. For instance,

. if an extra bit is added to the bug; can use the extra bit to
The xor-pbm scheme reduces the number of transmons.%rther reduce transitions. For instance, in the funciibin,

assigning fewer transitions to the more frequently occuring. nost probable value is assigned zero. Assuming the bus
set of transitions in the original signal. The closest approa@B +1 bits wide, the nextB + 1 most probable values are

in literature toxor—pbm is [7], where signal samples having signed (i = 0--- B), and so on. The maximum number
higher probability of occurrence are assigned code words Wﬁ]ﬁtransitions on the bus, is less than or equaby(2, resulting
fewer oN bits. In VLSI circuits, power dissipation dependgn a perfectB/2 limited weight code [18] '

on the number of transitions occurring at the capacitive nodegNe can employ the probabilistic model in [2] to estimate

of the circuit. Thexor—pbm scheme differs from [7] in two the transition activity of an address stream after encoding.

respects. It reduces the power dissipation at the capacitli/ﬁis model employs a parameter the probability of having

node_s_by reducing the number of transmo_ns by assigning feWWo consecutive addresses on the bus in two successive clock
transitions to the more frequently occurring set of transmon%CIeS In order to simplify analysis, this model assumes that

;I'he ).(t(.)r_pbén sckheme atLIhso 'achltevesbabgljl'rteatde'rtr%dl:_ctlorg) lines make a transition on average when two nonconsecutive
ransitions by skewing the input probablity diSOUtion by, 4qesses are issued on the bus. In general, the valyevidf

employingxor for f;. Thexor—vbm scheme has the advantageys jong on the source generating the data on the bus, while
over xor-pbm of being an input independent mapping ang,q \a1ue offc will depend both on the source and encoding
requiring lesser hardware to implement at the cost of typical heme employed. With this model, the average number of

Iesserrr]ed(ljjcnon |tr;]tran5|t|c]:)ns. -Lh? sThechbe(f;—pbmtreqw.rt(.as transitions produced by the unsigned, Gra¥, and inc—xor
more hardware thaor-pbm, but also reduces transitions, 4 can be calculated as

more because the functiatbm skews the input probability

distribution more tharxor. Tunsigned = (1 — @) KUnsigned + 2q (14)
The framework in Fig. 5 can be employed to derive and Teray = (1 — @) Kcray + ¢ (15)
improve existing coding schemes. For example, the Gray ) )
. . : P _ ﬂnc—xor = (1 - q)Kinc—xor (16)
coding scheme can be derived by assignfo@:(n), £(n)) =
z(n), f2 being the Gray mapping, and removing the exclusive- Tro =(1— q)Kro+2¢(1 — q). 17)

or at the output of the encoder. The bus-invert [18] coding
scheme can be obtained by assignjfag= xor and f> = inv.
o et o o e, = Koo = Ky = K We see i
dbminy scheme. The scheme in [7] ’can be derived always has the Ig_ast traps_ltlon act|.V|ty, Unsigned always has
o " ) bt¥1e highest transition activity, arifio is better than Gray only
assigningfi(z(n) ,&(n)) = x(n), f» = pbm, and removing fqr > (1/2)
the exclusive-or at the output of the encoder. An improve8 4 '
version of theZ’0 scheme in [2] can be derived using our
framework by assignind™ = increment(with overflow being
ignored), fi = xor, and f> = identity. This improved scheme, In this section, we present simulation results for the re-
calledinc—xor, is shown in Fig. 12. Unlike th&'0 scheme, the duction in transition activity and power dissipation using the
inc—xor scheme does not require an extra bit and, as shownencoding schemes and compare them with results obtained
Section 1V, has a shorter critical path and provides the sarbg existing schemes. In order to compare coding schemes,
or more reduction in transitions. we classify them into two groups, based on whether they
The reduction in transitions due to a coding scheme can & more suited for data busses or address busses. For data
increased by introducing, either spatial redundancy in the folmusses, we compared the reduction in transition activity due to

In Flg 131 we pIOtTUnsignedr TGrayv TTOv and ﬂnc—xor
as a function of the probabilityy assumingKynsignea =

IV. SIMULATION RESULTS
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TABLE VI ASCII data. The performance ofor—vbm with redundancy
PERCENTAGE REDUCTION IN TRANSITION ACTIVITY is only slightly worse thanxor—pbm with redundancy. In
Data ’:L'o’r— wor- ! dbm= | dbm- | Zor-pbm with [ Adapt.  addition, dbm—inv does better than bus-invert for all the
pbin | vbm | pbm | vbm [ pbm opt. for | Redn. | scheme  gat5 sets, except foR1 data, for which the performance is
A3 33 25 36 29 A3 33 25 . .
o =T 35 T 5 13 37 55 apprommgtely equal. The advantage of then—inv scheme
A7 12| 33 45 25 A3 39 33 over bus-invert increases as the data to be encoded is more
TO | 27 4 28 28 A3 20 4 correlated.
Vi1 40 34 45 45 V2 39 10 .
v 3T 96 T 39 79 V3 33 33 In Table VIII, we report the average word-level transition
V3 34 26 40 10 V2 33 33 activity when unsigned, Gray/0, and inc—or encoding
R 2] 2 0 v2 0 9 schemes are used to encode the addresses generated when
PS 43 23 38 25 PS 43 43

different benchmark programs are executed on the SGI Power
Challenge with an MIPS R10000 processor. As in [2], we
TABLE VII consider the following three cases:

PERCENTAGE REDUCTION IN TRANSITIION ACTIVITY WITH 1-b REDUNDANCY 1) transitions on the instruction address bus (|);
- - [dbm- dbm- - [dbm- s-Inv. Tor-pb th Adapt 1+1 .
[ A ] Ol O e e 2) transitions on the data address bus (D);

Data

X3 [ So[32 1 80[39 | 8] 12 5T A3 36 T a2 3) transitions on a multiplexed address bus (M).

36 < B Al 0 36 . . . .
At artar T o5 Since the addresses of successive instruction and data elements
CO 32|22 33| 32 15] 16 17 A3 27 22 H H
R S et Bt B Ity e —— on the MIPS processor d|.ffer' py four, thg encodmg schemes
V2 |[38[34 | 4343 | 10|22 0]V 58| 58 encode only the most significant 30 bits. We ignore the
V3 38| 34 44 43 11| 27 6 V2 38 38 s . epe . .
RI |[ 19|18 | 16]18 | 18] 18 ® V2 s | 18 transitions on the least significant two bits since they are
PS 47[ 33 421 36 11] 14 63 PS 47 46

usually zero. The greatest reduction in transition activity
employinginc—xor is observed for instruction address streams
because the probability of addresses being sequential is highest
for such streams. We also see that—xor is better tharf’0 for
291 of the 24 streams. This is because—xor does not use an
extra “increment” bit and, hence, saves on transitions on that
bit while providing a similar reduction in transitions on the
other bits. Of the four encoding schemes, we seeithatxor
provides the greatest reduction in transition activity for all
the I-bus streams and six of the eight streams on the M-bus.
The reduction in transition activity when the schemes mhe Gray encoding scheme provides the greatest reduction
Table V are applied to the data sets in Table Il is showR transition activity for all the D-bus streams and two of
in Table VI. Thexor—vbm scheme, as expected, results in ghe eight streams on the M-bus. The analytical estimate in
slightly lesser reduction in transitions thaor—pbm. We can Fig. 13 matches well with measured data in Table VIII in
achieve an average reduction in transitions of 36% for audjghich we see that for the I-bus, which has a high value of
data employingxor—-pbm with pbm optimized for A3 data 4, the transition activity is in the descending order, unsigned,
and an average reduction of 35% for video data employi@ay, 70, inc—or. For the D-bus, which has a low value
pbm optimized forV'2 data. Hencepbm optimized for one of ¢, the Gray code is better thanc—xor because g,y is

video/audio sequence performs well for other video/audigpically less thanki,.—.,. The values O Unsigneds KGray
sequences, thus indicating the robustness of these schemes . . K, andq for benchmark programs are shown in
to variations in signal statistics. There is little change imaple VIII.
transitions for uniformly distributed uncorrelated datg1(
data). This occurs since(n) and &(n) are uncorrelated and, g, Reduction in Power Dissipation
hence, all values offi(z(n), #(n)) are equally probable. . N .
Thereforef; does not reEju(cg the(to)t)al numb?ar of{re?nsitionsf r The original unpoded power d|55|pat|o_q at the_ t_)us IS given
R1 data. Thelbm—pbm scheme reduces the transition activity’” (18) wher.eTx s the word-lievel transition activity O_f the
around five percentage points more tham—pbm because input andC, is the bus capacitance per bit as follows:
dbm skews the input probability distribution more thaar. Pp uncoded = ToCLVE f. (18)

The reduction in transition activity with 1 b of spatial
redundancy is shown in Table VII. For audio and video datfor @ given encoding and decoding scheme, we employed (19)
assuming 1 b of redundancypr—pbm performs better than t0 calculate the power dissipation as the sum of the power
the bus-invert scheme in [18] or the bus-invert with conflissipation at the encoder, bus, and decoder
pression (gzip) scheme in [17]._FGRI data_l,xo_r—pbm does Pp coted = Ppenc + P s + P dee. (19)
approximately the same as bus-invert, which is optimal for the
given redundancy foR1 data. Compression followed by bus4n (19), power dissipation aFp .. Occurs in the transmitting
invert is better for ASCI!I files because gzip is very effectivehip andPp ... occurs in the receiving chip. Thus, the power
in compressing ASCII files. It is possible to combine gzigissipation in the transmitting and receiving chips is increased
with xor—pbm to obtain a 63% reduction in transitions for then order to reduce total power dissipationZif is the reduced

xor—pbm, xor—vbm, dbm—pbm, dbm—vbm, and bus-invert,
and reduction in power dissipation duestor—pbm and bus-
invert. For address busses, we compared the reduction
transition activity and power dissipation dueZ®, Gray, and
inc—xor.

A. Reduction in Transition Activity
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TABLE VIl
AVERAGE WORD-LEVEL TRANSITION ACTIVITY FOR REAL ADDRESSES
Address Program Stream Transition Activity q K
Type Length Unsigned [ Gray | TO [ ¢nc-zor Unsigned [ Gray | TO [ inc-zor
1 gzip 11722992 2.09 1.32 0.65 0.38 0.89 3.86 4.05 4.08 3.59
MPEG decoder 11481528 2.15 1.18 | 0.41 0.29 0.93 4.20 3.69 4.01 4.23
espresso 8455329 2.18 1.24 0.50 0.35 0.92 4.74 4.08 4.55 4.62
gunzip 3148893 2.22 1.23 | 0.51 0.36 0.92 4.65 3.92 4.52 4.70
postgres 2378798 2.28 1.39 1.02 0.54 0.84 3.66 3.37 4.22 3.32
ghostview 10884925 2.32 1.42 0.93 0.60 0.86 4.40 3.99 4.58 4.23
gcce 413896 2.34 1.44 1.01 0.70 0.81 3.86 3.39 3.45 3.80
gnuplot 1506882 2.44 1.46 | 0.86 0.66 0.89 5.90 5.07 5.58 5.83
D gce 175684 4.34 3.46 4.33 3.94 0.40 6.50 5.19 6.13 6.56
espresso 6544671 5.60 3.91 5.65 5.13 0.38 8.65 5.90 8.05 8.31
postgres 784467 6.12 5.56 6.41 6.40 0.08 7.18 6.30 6.86 6.96
gunzip 818875 6.46 6.02 6.43 6.56 0.05 6.92 6.50 6.68 6.89
MPEG decoder 3518525 6.92 6.46 6.91 7.06 0.08 7.68 7.27 7.37 7.65
gZIp 3277008 6.97 6.48 6.96 6.91 0.06 7.47 7.03 7.34 7.38
ghostview 4115073 7.13 5.70 7.09 7.14 0.12 8.34 6.81 7.91 8.13
gnuplot 662513 7.82 6.27 7.79 7.81 0.11 918 7.38 8.59 8.79
M gz1p 15000000 5.34 5.38 | 4.88 4.37 0.50 8.74 9.70 8.91 8.69
gee 589578 5.61 4.89 5.34 4.73 0.49 9.35 8.66 9.34 9.32
gunzip 3967768 5.70 4.98 | 4.89 4.58 0.55 10.12 9.82 10.10 10.14
MPEG decoder 15000000 6.68 5.45 5.91 5.64 0.50 11.30 9.88 11.23 11.27
postgres 3163265 7.55 6.92 6.97 6.61 0.45 11.99 11.76 11.98 12.00
gnuplot 2169395 7.55 7.03 7.14 6.82 0.38 11.03 10.74 10.97 11.01
ghostview 15000000 8.06 7.35 7.60 7.22 0.40 12.07 11.58 12.08 12.04
espresso 15000000 8.09 5.38 8.11 7.49 0.40 12.33 8.24 12.37 12.38
;'L;i;;)(;c_r ’’’’’’’’’’’’’’’ 25 T T T T T T T T T
x(n): § 20 -
' | Capacitance E
' 1 Bus c ~
| -% 15 0__,,&""—
% 0__,,_0“’
Fig. 14. Encoder and decoder fapr—pbm. o or Pt ,8;'_%'3;' Eg g:}gg o |
2 e Bus-invert (9 bits) -----
S 5F o 4
TABLE IX <
AREA-DELAY POWER FOR BUS-INVERT AND xor—pbm 0 2 . L L . | L L L
0 5 10 15 20 25 30 35 40 45 50
Measure ” Bus-Invert I zor-pbm Bus capacitance per bit (pF/bit)
PD,snc + PD,dec (I‘HW) 0.301 3.38
Critical Path (ns) 23 40 Fig. 15. Power dissipation for bus-invert ardr—pbn.
No. of Trans. in Enc. & Dec. 406 6482
Min. Bus Capacitance for
Redn. in Total P.D. (pF/bit) 11.52 13.86 using 30 samples o¥2 input. Since the input is highly

correlated, we see that for small bus capacitarfedsl pF/b),
it is best to not encode the data at all. For capacitances
word-level transition activity at the bus after encoding, theabove 11 pF/b, bus-invert provides a small reduction in power
the total power dissipation is given by (20) as follows: dissipation and for capacitances above 14 pk#p;-pbm has
_ 2 the lowest total power dissipation. For a bus capacitance of
Pp.coted = Ppenc + LyCrVia) + Fpgec (20) g5 pF/b,xor—pbim provides a power savings of 8.82 mW (or
We employed SIS [15] to generate the net-lists for th@6%), which is eight times the power savings of 1.01 mW
encoder and the decoder faor—pbm and bus-invert and provided by bus-invert. The slope of the graph of power
PSPICE to estimate the power dissipation in the encodelissipation versus bus capacitance is determined jythe
Pp enc and the decodet’s 4oc. The encoder and decodereduced word-level transition activity, and theintercept is
for xor—pbm are shown in Fig. 14. We employed 1u2a determined by the total power dissipation in the encoder
CMOS technology with 3.3-V supply voltage and 20-MHZ Pp .,,.) and decodefPp qec). In our experiments, we synthe-
frequency. The area-delay-power information is presentedsdized for minimum-delay. Therefore, the power dissipation of
Table 1X. The clock frequency of 20 MHz was chosen so as the encoder and decoder can be further reduced by employing
accommodate the slowest critical path of 40 ns indtve-pbm  low-power synthesis techniques [11]. This would reduce the
coder. In Fig. 15, we plot the power dissipation for differeng-intercept in Fig. 15 and, in turn, reduce the crossover point
bus capacitance€’;,. The power dissipation was estimatedt which xor—pbm would have the lowest power dissipation.
1MicroSim PSPICE A/D Reference ManuMicroSim Corporation, Irvine The slope of the curve is determined only by the reduced
CA, 1996. word-level transition activityZ; and is independent of the
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TABLE X employed only when the bus capacitance is high, an input
AREA-DELAY POWER FORGRAY, T0, AND inc-xor independent mapping is required, anthm (also an input
Measure [ Gray [ T0 [ incaor independent mapping) does not result in significant reduction
Pp cne + Pp dec (mW) 0.2043 | 0.6358 | 0.6763 in transitions.
Critical Path (ns) 59.6 72.3 63.6
No. of Trans. in Enc. & Dec. 928 3320 4148

V. CONCLUSIONS

We have presented a source-coding framework to describe
power dissipation in the encoder and decoder. The slopee®fcoding schemes to reduce transition activity and employed
the curve can be reduced further by employing a differefiis framework to develop novel encoding schemes. The en-
coding scheme, which could result in a greater reduction #dding schemes are suited for high-capacitance busses where
transitions. the extra capacitance due to the encoder and decoder circuitry

Table X shows the area-delay-power information for thig offset by the savings in power dissipation at the bus. Simu-
encoder and decoder for the Gray), andinc—xor encoding |ation results show that two of the encoding schemes derived
schemes employing 1,2m CMOS technology, 3.3-V supply from the proposed frameworkor—pbm for data busses and
voltage, and 10-MHz clock frequency. The clock frequengyic—or for address busses) perform better than existing ones.
of 10 MHz was chosen so as to accommodate the slow@stsummary, the proposed framework allows one to develop
critical path of 72.3 ns in th&0 coder. The power dissipationnovel low-power encoding schemes and characterize existing
was estimated using 93 samples of an | address stregjghemes.

All the encoders and decoders were optimized for minimum |n the future, we will examine employing low-power design

area. Hence, a ripple—carry structure was employed for th&hniques to reduce the power dissipation in the encoder and
incrementers. The Gray encoder—decoder has the lowest age@oder so that the encoding schemes can be employed for on-
delay, and power. It, however, does not always provide tlgip busses. We will also extend this framework by allowing
most reduction in transition activity. Thaic—xor scheme the channel to be noisy and by including a channel coder.
consumes slightly more area th@f, but has a shorter critical
path, slightly lower power dissipation, and provides a higher REFERENCES
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