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TUNING SYSTEM AND METHOD USING A
SIMULATED BIT ERROR RATE FOR USE IN
AN ELECTRONIC DISPERSION
COMPENSATOR

BACKGROUND OF THE INVENTION

1. The Field of the Invention

This application relates to optical receivers and, more par-
ticularly, for receivers including electronic dispersion com-
pensation.

2. The Relevant Technology

In an electronic dispersion compensating (EDC) system,
signals are received over a transmission channel, such as an
optical fiber, from a transmitter. Optical signals are converted
to electrical signals, such as by means of a photodiode. The
electrical signals are supplied to an analog front end (AFE) of
the EDC, which typically includes a clock recovery unit
(CRU), a variable gain amplifier (VGA), and an analog to
digital converter (ADC). The VGA both amplifies and applies
a bias to the electrical signal prior to sampling by the ADC.
The clock recovery unit detects bit transitions in the electrical
signal in order to generate a clock signal in phase with the
received signal. The ADC samples the electrical signal at a
time offset relative to the recovered clock signal in order to
generate a sampled signal. Each sample typically includes a
multi-bit value, such as four, eight, or sixteen bits.

The samples are supplied to a maximum likelihood
sequence estimator (MLLSE) which examines a sequence of
samples simultaneously to decode the information encoded in
the transmitted signal. Multiple samples are examined simul-
taneously to enable equalization of intersymbol interference
(ISI) caused by pulse spreading during transmission.

In some MLSEs, such as the MLSE disclosed in U.S.
patent application Ser. No. 11/736,515, filed Apr. 17, 2007,
which is incorporated herein by reference, a channel estima-
tor is used to model the channel over which the signal is
transmitted. More specifically, the channel estimator models
intersymbol interference experienced by the transmitted sig-
nal. Accordingly, the channel estimator will output for a given
multi bit sequence, an expected sampled value for a given bit
in that sequence. For example, for the bit sequence 010, the
model of the transmission channel may predict a sampled
value of 14 (b1110), for the second bit of the bit sequence.

The channel estimates for some or all possible combina-
tions of the multi bit sequence, e.g. 000, 001, 010 . . ., fora
three bit sequence, are compared to the sampled values. The
MLSE chooses a series of bit sequences such that a combined
error metric of a sequence of sampled values relative to the
estimates corresponding to the chosen series of bit sequences
is at a minimum relative to other possible series of bit
sequences. The series of bit sequences are decoded to yield a
data word.

In a typical receiver system, the EDC may not receive
information regarding the bit error rate (BER) of the decoded
data relative to the originally transmitted data. Transmitted
data may include parity bits that are analyzed to determine
whether data has been correctly decoded. However, because
the EDC does not receive this information it is not able to tune
its operation such that the BER is reduced.

In view of the foregoing, it would be an advancement in the
art to provide a system and method for reducing the BER of'a
received signal by tuning an EDC without providing the
actual BER to the EDC.

BRIEF SUMMARY OF THE INVENTION

In one aspect of the invention, a data signal is transmitted
over a channel to generate a distorted signal. The distorted
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2

signal is received and conditioned according to signal condi-
tioning parameters and sampled according to at least one
sampling parameter. The samples are then decoded by com-
paring them to expected values determined according to a
model of the channel. The expected values are also compared
to the sampled values in order to update the model of the
channel. Updating of the model causes the expected values to
vary over time. The variation of the expected values over time
is calculated. The variation and mean of the expected values
are used to calculate a simulated bit error rate (BER). One or
both of the signal conditioning parameters and the sampling
parameter are adjusted such that the simulated BER is
reduced.

In another aspect of the invention, the signal conditioning
parameters include a gain and a bias applied to a received
signal and the sampling parameter is an offset time relative to
a clock signal recovered from the received signal.

In another aspect of the invention, the bias and gain are
adjusted until the simulated BER reaches a first end condi-
tion. The gain is then adjusted until the mean of the estimates
reaches a second end condition corresponding to the length of
the transmission channel.

In another aspect of the invention, values for the bias and
gain are selected according to a numerical method such as the
Nelder-Mead algorithm such that over time the simulated
BER is reduced.

In another aspect of the invention, decoding the sampled
values includes comparing a sequence of sampled values to
the expected value and selecting a sequence of expected val-
ues such that a combined error metric of the sequence of
sampled values relative to the sequence of expected values
satisfies an error threshold.

In another aspect of the invention, the sampled values are
decoded according to a version of the Viterbi algorithm. For
example, a parallel, time-reversed, sliding window Viterbi
decoding algorithm may be used.

These and other objects and features of the present inven-
tion will become more fully apparent from the following
description and appended claims, or may be learned by the
practice of the invention as set forth hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

To further clarify the above and other advantages and fea-
tures of the present invention, a more particular description of
the invention will be rendered by reference to specific
embodiments thereof which are illustrated in the appended
drawings. It is appreciated that these drawings depict only
typical embodiments of the invention and are therefore not to
be considered limiting of its scope. The invention will be
described and explained with additional specificity and detail
through the use of the accompanying drawings in which:

FIG. 11is a schematic block diagram of an optical transmis-
sion system in accordance with an embodiment of the present
invention;

FIG. 2 is a process flow diagram of a method for receiving
a signal in accordance with an embodiment of the present
invention;

FIG. 3 is a process flow diagram of a method for tuning an
analog front and (AFE) in accordance with an embodiment of
the present invention;

FIG. 4 is a schematic block diagram of an electronic dis-
persion compensation control system in accordance with an
embodiment of the present invention;

FIG. 5 is a process flow diagram of a method for decoding
a received signal in accordance with an embodiment of the
present invention;
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FIG. 6 is a process flow diagram of another method for
tuning an AFE in accordance with an embodiment of the
present invention;

FIG. 7 is a process flow diagram illustrating data structures
for use in calculating a simulated bit error rate (BER) in
accordance with an embodiment of the present invention;

FIG. 8 is a process flow diagram of another method for
tuning an AFE in accordance with an embodiment of the
present invention;

FIG. 9 is a process flow diagram of another method for
tuning an AFE in accordance with an embodiment of the
present invention;

FIG. 10 is a process flow diagram illustrating data struc-
tures for use in calculating a simulated BER for truncated
vector pairs in accordance with the method of FIG. 9;

FIG. 11 is a process flow diagram illustrating data struc-
tures for use in calculating a maximum simulated BER in
accordance with the method of FIG. 9;

FIG. 12 illustrates a trellis representing a Viterbi algorithm
used to identify an adjacent mean vector in Euclidean space;

FIG. 13 is a process flow diagram of a method for identi-
fying a closest mean vector in Euclidean space using a modi-
fied Viterbi algorithm in accordance with an embodiment of
the present invention; and

FIGS. 14 A through 14E illustrate transformation of a trellis
according to the modified Viterbi algorithm of FIG. 13.

FIG. 15 is a process flow diagram of a method for identi-
fying a closest mean vector in Euclidean space using a modi-
fied Viterbi algorithm in accordance with yet another embodi-
ment.

FIGS. 16 A through 16B illustrate transformation of a trel-
lis according to the modified Viterbi algorithm of FIG. 15.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Referring to FIG. 1, a system 10 for communicating sig-
nals, such as optical signals, may include a transmitter 12, a
transmission channel 14, and a receiver 16. The transmitter 12
may include an optical transmitter operable to transmit sig-
nals according to various coding schemes such as return to
zero (RZ), non-return to zero (NRZ), frequency shift keying
(FSK), differential phase shift keying (DPSK), or the like.
The receiver 16 is operable to receive signals transmitted over
the transmission channel 14 and convert the received optical
signal to an amplitude modulated electrical signal having an
amplitude corresponding to either a one or zero value.

Most optical transmission channels 14 are somewhat dis-
persive, which causes data symbols encoded in the transmit-
ted signal to broaden during transmission and interfere with
one another, an artifact known as intersymbol interference
(ISI). An electronic dispersion compensator (EDC) 18 may be
used to reconstruct a transmitted signal from a highly disper-
sion-distorted received signal according to a model of the
transmission channel 14. In some embodiments ofthe present
invention, the EDC 18 is embodied as the system disclosed in
U.S. patent application Ser. No. 11/736,515, filed Apr. 17,
2007.

The EDC 18 may include an analog front end (AFE) 20 that
conditions an analog output from the receiver 16 and converts
that analog output of the receiver 16 to digital signal. For
example, the AFE 20 may amplify and/or bias the received
signal prior to sampling the received signal.

The AFE 20 produces a digital output that is provided to a
decoder 22. The decoder 22 also receives estimates from a
model 24 of the transmission channel 14. The model 24
generates estimates of the output of the AFE 20 for a given
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originally transmitted sequence of bits. The model 24 prefer-
ably outputs estimates corresponding to multi-bit sequences
such that the estimates reflect an estimate of intersymbol
interference that occurs during transmission. The decoder
compares the estimates to the actual output of the AFE 10 and
selects a series of bit sequences having corresponding esti-
mates that best approximate the actual outputs from the AFE.
This selected series of bit sequences is then translated into an
output representing an estimate of the originally transmitted
data.

The model 24 is updated periodically by comparing the
estimates to the actual AFE observations. The BER at the
output of the decoder can be strongly affected by the AFE
parameters. A quality of transmission (QoT) module 26 mea-
sures the estimates over time and calculates a simulated BER
based on the mean and variation associated with each esti-
mate. The QoT module 26 adjusts parameters within the AFE
20 such that the simulated BER is reduced. Experiments
conducted by the inventor have shown that the simulated BER
corresponds closely to the actual BER of the system 10.

Referring to FIG. 2, a method 28 for transmitting and
receiving data may include transmitting a data signal over a
transmission channel at step 30. At step 32 the signal is
received after travelling through the transmission channel.
The signal received at step 32 is typically a distorted version
of the originally transmitted signal due, in part, to intersym-
bol interference caused by dispersion.

At step 34, the received signal is conditioned according to
signal conditioning parameters. For example the received
signal may be biased and/or amplified. At step 36 the condi-
tioned signal is sampled to generate a series of sampled val-
ues. The sampled values are typically multi-bit values such as
four, eight, or sixteen bits. The sampling step may include
detecting bit transitions in the conditioned signal and sam-
pling the conditioned signal a given offset time after each bit
transition.

At step 38, the sampled values are compared to estimated
observations calculated according to a model of the transmis-
sion channel. Each of the estimates represents an expected
sampled value for a specific bit in a specific transmitted bit
sequence. For example, one estimate for the middle bit of a
transmitted sequence 101 may be 5 whereas the estimate for
the middle bit of the sequence 000 may be 2. In some embodi-
ments, a sequence of multiple sampled values is compared to
the estimates at step 38. At step 40, a series of bit sequences is
selected such that the aggregate error of a series of sampled
values relative to the estimates corresponding to the series of
bit sequences is below a threshold error or at a minimum
relative to other possible series of bit sequences as con-
strained by a selection algorithm. The selected series of bit
sequences represents the reconstructed data signal. Step 40
may include outputting a specific bit from one or more of the
selected bit sequences.

At step 42, the channel model is updated according to a
comparison of the estimates corresponding to the selected bit
sequences and the actual sampled values. In this manner, the
channel estimates generated by the channel model may be
tuned to correspond to actual operating conditions of the
system 10. In some embodiments, step 42 is not performed for
every iteration of the method 28, but rather is performed only
during certain iterations.

Referring to FIG. 3, because of noise in the received signal,
updating ofthe model at step 42 will result in variation among
the channel estimates over time. The variation may be
reduced by properly tuning the signal conditioning param-
eters used at step 34. A reduction in variation in the channel
estimates will result in a reduction of the actual BER of the
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received data. The variation may also be reduced by adjusting
the offset time used for sampling at step 36. Accordingly, a
method 46 for reducing the bit error rate of the system 10 may
include calculating a variation of the channel estimates at step
48. Step 48 may be performed upon every iteration of the
method 28 or only after a certain number of iterations. The
variation may be calculated by calculating a variance for each
bit sequence using all estimates corresponding to the bit
sequence during multiple iterations of the method 28. For
example, the estimate corresponding to bit sequence 010 may
be equal to 14 for a first iteration, 15 for the second iteration,
and 15 for a third iteration. These three estimates would be
used to calculate a variance for the bit sequence 010. Vari-
ances may be calculated in a like manner for each possible bit
sequence. The variances for each bit sequence for which
estimates are calculated may be combined to calculate one or
more parameters indicative of the quality of transmission
(QoT) of the system 10.

At step 50, the variation calculated at step 48 is evaluated
relative to an end condition. The end condition may be a
threshold value. The end condition may also be a minimum
change relative to one or more values calculated at step 48 for
previous iterations of the method 46, indicating that the varia-
tion is converging on a minimum value. Ifthe end condition is
reached the method 46 may end. Alternatively, the method 46
may return to step 48 in order to continuously monitor and
reduce the variation.

If the end condition is not reached, step 52 may be per-
formed, wherein AFE settings such as signal conditioning and
sampling parameters are chosen in order to reduce the varia-
tion. The signal conditioning parameters may include, for
example, the gain and/or bias applied to the received signal. A
sampling parameter may include an offset time relative to a
recovered clock signal at which the received signal is
sampled. The values for the signal conditioning parameters
and offset time may be chosen according to a numerical
method. For example, a plurality of data points may be gen-
erated, each including a calculation of variation and the gain,
bias, and/or offset time settings that were being used when the
estimates on which the variation is based were generated. The
data points are processed according to a numerical minimi-
zation method, such as the Nelder-Mead algorithm, to select
values at step 52 for the next iteration of the method 46 with
the objective of minimizing the parameters representing the
QoT of the system 10 calculated at step 48. At step 54 the AFE
settings are adjusted according to the values selected at step
52.

With respect to the method 46, the parameters adjusted to
improve the QoT of the system 10 may include one or more of
the bias, gain, and offset time. In some embodiments, all three
parameters are adjusted simultaneously. In other embodi-
ments, only one parameter is adjusted until an end condition
is reached, followed by the next parameter. In a preferred
embodiment, the bias and gain are adjusted simultaneously
until an end condition is reached and the offset time is then
adjusted singly until another end condition is reached. In
another preferred embodiment, the bias and gain are adjusted
simultaneously until an end condition is reached, the gain is
then adjusted singly until a second end condition is reached.
The second end condition may include having the mean of the
channel estimates be greater than or equal to a threshold
value.

Referring to FIG. 4, in some embodiments, the AFE 20
includes a variable gain amplifier (VGA) 58 and an analog to
digital converter (ADC) 60. The VGA applies a gain 62 and a
bias 64 to a received signal. The gain 62 and bias 64 are
adjustable. In some embodiments, the gain 62 and bias 64 are
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coupled such that an adjustment to one will change the other.
In such embodiments, the gain 62 and bias 64 are preferably
tuned simultaneously.

The ADC 60 includes a clock recovery unit (CRU) 66 or
clock data recovery (CDR) circuit 66. The CRU 66 detects bit
transitions in the received signal and outputs a clock signal
corresponding to the bit transitions. The ADC 60 samples the
received signal in synchronization with the recovered clock
signal to generate sampled values. The ADC 60 may include
an adjustable offset time 68 that dictates a time following a
rising or falling edge of the clock signal at which the ADC 60
will sample the received signal.

In some embodiments, the EDC 18 includes a decoder 22
and model 24 embodied as a maximum likelihood sequence
estimator (MLSE) 70. The MLSE 70 may be embodied as the
MLSE disclosed in U.S. patent application Ser. No. 11/736,
515, filed Apr. 17, 2007, which discloses an MLSE perform-
ing a parallel, time reversed, sliding window Viterbi algo-
rithm to decode a received signal. Other decoding schemes,
particularly those using convolution codes, such as other ver-
sions of the Viterbi algorithm, may be used.

The MLSE 70 includes a channel estimator 72 that outputs
estimates corresponding to the expected outputs of the ADC
60 for a given bit in a given bit sequence. For example, the
channel estimator 72 may output an expected value for each
possible value of an N-bit sequence. The channel estimator 72
will therefore output 2 estimates or eight estimates for N=3.

The channel estimator may include channel parameters 74
used to model the channel. For example, in one embodiment,
the channel parameters are weights w,, w; . .. w, multiplied
by the bits, or combinations of bits, in the N-bit sequence. The
weights may be applied to each possible bit sequence to yield
estimates accounting, at least in part, for intersymbol inter-
ference. For example, for a three bit sequence [d,, d,, d,], an
estimate may be equal to the following: w, d,+w, d,+w,
dy+wy dyd +w, dy dy+ws d; dy+wg.

The channel estimates are input to a decoder 76. The
decoder 76 analyzes M sample sequences with respect to the
2V estimates to decode P bits of data. For example, the
decoder 76 may have a 12 bitlook-ahead such that 12 samples
are analyzed for every one or two output bits.

The decoder 76 may decode the sampled values by com-
paring a sequence of sampled values to the 2" estimates and
selecting the a series of N bit sequences for which an aggre-
gate error of the estimates corresponding to the selected series
of N-bit sequences with respect to the sampled values is at or
near a minimum. The selected series of N bit sequences are
then mapped to specific data symbols and the data symbols
are output by the decoder 76 to an output port 79. For
example, a sample value equal to 14 may be mapped to the
estimate for 010 based on a comparison of the sample value
and a number of preceding or succeeding samples with the
channel estimates. The decoder will therefore output a binary
1 for this sample value in embodiments where the estimates
correspond to the expected sampled value for the second bit
of'athree bit sequence. Various methods known in the art may
be used to accomplish the functionality of the decoder 76,
including various convolution code decoding schemes such
as the Viterbi algorithm and the methods disclosed in U.S.
patent application Ser. No. 11/736,515.

The channel estimator 72 includes a channel updating
module 78 that receives the selected estimates, or decoded
data symbols, and the actual sampled values. The channel
updating module 76 compares estimates selected by the
decoder 76 to the actual sampled values for which the esti-
mates were selected and updates the channel parameters such
that the estimates will adapt to the actual sampled values. For






