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Abstract—The relaxed look-ahead technique is presented as an attractive technique for pipelining adaptive filters. Unlike conventional look-ahead, the relaxed look-ahead does not attempt to maintain the input-output mapping between the serial and pipelined architectures but preserves the adaptation characteristics. The use of this technique results in a small hardware overhead which would not be possible with conventional look-ahead. The relaxed look-ahead is employed to develop fine-grained pipelined architectures for least mean-squared (LMS) adaptive filtering. Convergence analysis results are presented for the pipelined architecture. The proposed architecture achieves the desired speed-up with marginal or no degradation in the convergence behavior. Past work in pipelined transversal LMS filtering are shown to be special cases of this architecture. Simulation results verifying the convergence analysis results for the pipelined LMS filter are presented. The pipelined LMS filter is then employed to develop a high-speed adaptive differential pulse-code-modulation (ADPCM) codec. The new architecture has a negligible hardware overhead which is independent of the number of quantizer levels, the predictor order and the pipelining level. Additionally, the pipelined codec has a much lower output latency than the level of pipelining. Theoretical analysis indicates that the output signal-to-noise ratio (SNR) is degraded with increase in speed-up. Simulations with image data indicate that speed-ups of up to 44 can be achieved with less than 1 dB loss in SNR.

I. INTRODUCTION

PIPELINING [1]–[2] along with parallel processing [3] are two major techniques for the development of high-speed digital signal processing (DSP) architectures. Recently, pipelining and parallel processing have also been used to design low-power DSP circuits [4]. Thus, it is of interest to develop fine-grained pipelined DSP algorithms. Look-ahead techniques for pipelining of recursive fixed-coefficient filters have been proposed [2], [5]–[6] and have been successfully applied to two-dimensional recursive filtering [7], dynamic programming [8]–[10], algorithms with quantizer loops [11], finite state machines [9], and Huffman decoders [12]. The implementation of a recursive filter chip capable of filtering at 86 million operations per second [13] has clearly demonstrated the feasibility of fine-grain pipelining.

The look-ahead technique transforms a given serial algorithm into an equivalent pipelined algorithm such that the input-output behavior is preserved. This results in a look-ahead overhead term of complexity $O(NM)$, where $N$ is the filter order and $M$ is the level of pipelining. This complexity can, however, be reduced to $O(N \log (M))$ via decomposition techniques [2]. Nevertheless, the overhead can be quite high for large values of $N$ and $M$.

Pipelining of adaptive filters is made difficult due to the coefficient update loop. To see this, consider the serial least-mean squared algorithm (SLMS for “serial LMS”) described by

$$W(n) = W(n - 1) + \mu e(n)U(n)$$

and

$$e(n) = d(n) - W^T(n - 1)U(n)$$

where $W^T(n) = [w_1(n), w_2(n), \ldots, w_N(n)]$ is the vector of weights, $U^T(n) = [u(n), u(n - 1), \ldots, u(n - N + 1)]$ is the input vector, $\mu$ is the adaptation constant, $d(n)$ is the desired signal, $e(n)$ is the error and $N$ is the filter order. The SLMS architecture (Fig. 1) shows that in every iteration the error $e(n)$ needs to be computed by the filter block ($F$) and the weights updated by the weight-update block ($WUD$) before the next input can be processed. The clock-period of SLMS is therefore lower bounded by the sum of the computation times of blocks $F$ and $WUD$.

In order to achieve higher sampling rates we need to introduce pipelining latches in the error-feedback path (EFP) and the recursive loop in $WUD$ (to be referred to as $WUDE$). A direct application of look-ahead would result in a complex architecture. However, we may apply an approximate form of look-ahead if the change in the convergence behavior is not substantial. This approximate form of look-ahead is obtained by relaxing the constraint of maintaining the exact input-output
mapping. This relaxation can take many forms and may have differing impacts on the convergence behavior. We collectively refer to these relaxations as relaxed look-ahead. As the relaxed look-ahead does not attempt to maintain the exact input-output mapping, the resulting hardware savings are enormous. The price we pay for these savings is altered (usually marginally degraded) convergence behavior. For certain applications, the degradation in the convergence behavior of the pipelined filter is either non-existent or can be minimized by tuning the adaptation parameters. This aspect is also illustrated in this paper, where applications of the pipelined adaptive filter to predictive coding of speech and image are demonstrated. In these cases, the advantage due to the gain in speed outweighs the degradation in convergence behavior.

Past work in high-speed LMS adaptive filtering have involved parallel processing [14]–[17] and pipelining [18]–[22]. The look-ahead is applied to design high-speed adaptive lattice filters using parallel processing [18] and pipelining [19]. This is feasible to do as these filters have localized coefficient update (and also better numerical stability). Thus, the architectures in [18], [19] have no degradation in the convergence behavior but still require a substantial amount of hardware.

The architectures in [20]–[22] modify the LMS algorithm in order to pipeline it and therefore are in the same class of architectures presented in this paper. In fact, we shall see later that the delayed LMS (DLMS) [20], [21], which has delays in the \( E.F.P \), is a special case of the PIPLMS (to be read as "Pipe LMS") architecture proposed in this paper. A modular implementation of DLMS is given in [22]. The DLMS considers delays only in \( E.F.P \) and has a single delay in the \( W.U.D.L \). Therefore, its clock-speed is lower bounded by one add time (or one multiply-add time if leaky LMS is used). For achieving higher sampling rates, finer-grain pipelining is necessary. In addition, for a given speed-up, a fine-grain pipelined architecture can employ arithmetic units with longer word-length. This would enable computation with high precision. Fine-grain pipelining was achieved by the architecture in [23] (referred to as PIPLMS1) which has equal number of delays in the weight-update loop and the error feedback path. As will be shown later, like DLMS, PIPLMS1 is also a special case of PIPLMS. However, PIPLMS1 has a larger convergence time-constant and hence poorer tracking capabilities than DLMS. Thus, increasing the number of delays in \( W.U.D.L \) slows down convergence but is necessary for fine-grain pipelining. This has been a problem in the industry for quite some time and it will be shown that the general PIPLMS is a possible solution.

Additional work in pipelined adaptive filtering includes a pipelined adaptive lattice filter [24], where the coefficients are delayed before computing the prediction errors. A class of systolic architectures for LMS adaptive filtering is proposed in [25], where a transpose structure (instead of the conventional tapped-delay line transversal filter) is employed for computing the inner product of the input vector and the coefficients.

In this paper, we employ relaxed look-ahead to pipeline the LMS adaptive filter. In particular, we propose two types of relaxations for pipelining. These include the delay relaxation and sum relaxation (also referred to as partial look-ahead). A major consideration in the formulation of these relaxations was their impact on the hardware requirements. Applying these relaxations we derive a family of architectures referred to as PIPLMS. Convergence analysis of a sub-class of PIPLMS, which we call PIPLMSK, is done by generalizing the analysis in [20]–[21]. Previous work [20]–[21], [23] in pipelined transversal LMS filtering are shown to be special cases of PIPLMS. Employing the PIPLMS filter, we then develop a hardware-efficient pipelined adaptive differential pulse-code-modulation (ADPCM) codec architecture [26]. The performance of this codec for image and speech compression applications is demonstrated. Note that the relaxed look-ahead technique has also been successfully applied to pipeline the adaptive stochastic gradient lattice filter [27] and the adaptive differential vector quantizer [28]–[29].

This paper is organized as follows. In section II, we describe the relaxed look-ahead. The PIPLMS architecture is derived by the application of the relaxed look-ahead in section III. The convergence properties of the PIPLMS are presented in section IV. In section V, we present the pipelined ADPCM (PIPADPCM) codec architecture. Simulation results to support the convergence analysis results and the performance of the PIPADPCM are presented in section VI.

II. THE RELAXED LOOK-AHEAD TECHNIQUE

In this section, we introduce the relaxed look-ahead as an approximation to the look-ahead. In principle, many types of relaxations are possible. These relaxations are made based on certain assumptions on the input and the error. Depending on the application at hand these assumptions may or may not be valid. Therefore, care should be exercised when making these relaxations. In this paper, we consider two classes of relaxations which we feel are most effective in reducing the hardware. As mentioned before, these two classes are delay relaxation and sum relaxation. In order to explain these relaxations, we first apply look-ahead to a first-order section and then show the various approximations which constitute the relaxed look-ahead.

Consider the first-order recursion given by

\[
x(n) = x(n-1) + a(n)u(n). \tag{3}
\]

The computation time of (3) is lower bounded by a single add time. In order to reduce this lower bound, we apply a \( M \)-step look-ahead. This is equivalent to expressing \( x(n) \) in terms of \( x(n-M) \), which leads to

\[
x(n) = x(n-M) + \sum_{i=0}^{M-1} a(n-i)u(n-i). \tag{4}
\]

This transformation results in \( M \) latches being introduced into the recursive loop. These latches can be retimed [30]–[31] to pipeline the add operation to any desired level. Note that this transformation has not altered the input-output behavior. This invariance with respect to the input-output behavior has been achieved at the expense of the look-ahead overhead term (the second term in (4)). This overhead can be very expensive and we will reduce it by applying partial look-ahead to (4).
However, first, we present the delay relaxation, which is a prerequisite for pipelining the LMS filter.

A. Delay Relaxation

The delay relaxation involves the use of delayed input $u(n-D_1)$ and delayed coefficient $a(n-D_1)$ in (4). Clearly, this approximation is based on the assumption that the product $a(n)u(n)$ is more or less constant over $D_1$ samples. Thus, (4) is approximated as

$$x(n) = x(n-M) + \sum_{i=0}^{M-1} a(n-D_1-i)u(n-D_1-i). \quad (5)$$

Note that this approximation has been used before in case of DLMS [20]–[21] where the gradient $\mathcal{e}(n)U(n)$ (see (1), (2)) is assumed to be constant over $D_1$ samples. In general, this is a reasonable approximation for stationary or slowly varying product $a(n)u(n)$ in (4).

B. Sum Relaxation

As the summation term in (4) is responsible for the hardware overhead we can reduce this overhead by taking $LA$ terms from (4), where $LA \leq M$. Thus, we get

$$x(n) = x(n-M) + \frac{M}{LA} \sum_{i=0}^{LA-1} a(n-i)u(n-i). \quad (6)$$

This relaxation can be justified if the product $a(n)u(n)$ is slowly varying and simulations also indicate this to be a good approximation. The additional correction factor $M/LA$ is necessary to make the average output profile of (6) identical to that of (4) for stationary $a(n)$ and $u(n)$.

Thus, we see that unlike conventional look-ahead, the relaxed look-ahead does not result in a unique final architecture. Application of the two relaxations formulated above (and possibly others), individually or in different combinations, results in a rich variety of architectures. Each of these architectures would have differing convergence characteristics, which depend upon the nature of the approximations made and their validity in a given application.

The relaxed look-ahead should not be viewed as an algorithm transformation technique in the conventional sense [1] as it modifies the input-output behavior of the original algorithm. It may be called a transformation technique in the stochastic sense since the average output profile is maintained. The pipelined architecture resulting from the application of relaxed look-ahead can always be clocked at a higher speed than the original one.

In the next section we apply the delay relaxation and the partial look-ahead to derive PIPLMS.

III. THE PIPLMS ARCHITECTURE

It is desired that the clock period of PIPLMS be less than $1/M$ times that of the serial architecture (SLMS) (Fig. 1), where $M$ denotes the required level of pipelining. The unlabelled boxes, in Fig. 1 and other figures depicting the filter architectures, are delay elements. To derive the pipelined adaptive filter, we start with the SLMS equations and attempt to apply look-ahead directly. Then, we employ relaxed look-ahead to develop PIPLMS.

A. Application of Look-Ahead

The description of SLMS is given by (1), (2). To create $D_2$ delays in the $WUDL$, we apply a $D_2$-step look-ahead to (1), (2) and express $W(n)$ in terms of $W(n-D_2)$. We start with (1) and rewrite it as

$$W(n) = W(n-D_2) + \mu \sum_{i=0}^{D_2-1} e(n-i)U(n-i). \quad (7)$$

Note that in order to apply look-ahead exactly, $e(n)$ needs to be expressed as a function of $W(n-D_2)$ and then substituted into (7). However, this would make the resulting equation incredibly complicated and therefore very hardware expensive because (1) and (2) are coupled equations. Hence, we take (7) as our starting equation to which we apply the two relaxations mentioned in the previous section.

B. Application of Relaxed Look-Ahead

The delay relaxation introduces $D_1$ delays in the EFP. Applying the delay relaxation to (7), we get the following equation

$$W(n) = W(n-D_2) + \mu \sum_{i=0}^{D_2-1} e(n-D_1-i)U(n-D_1-i). \quad (8)$$

The second term in (7) is a summation of past and present gradient estimates. The validity of this relaxation is based on the assumption that the gradient estimate does not change much over $D_2$ samples. As mentioned in Section II(A), this assumption is new and has been applied before to derive DLMS [20]–[21].

The hardware overhead in (8) is $N(D_2-1)$ adders. For large values of $N$ and $D_2$, this overhead may not be acceptable. Hence we proceed further and apply sum relaxation which involves taking $LA$ terms in (8) to obtain

$$W(n) = W(n-D_2) + \mu \sum_{i=0}^{LA-1} e(n-D_1-i)U(n-D_1-i), \quad (9)$$

where $LA$ can vary from 1 to $D_2$. Finally, we substitute for $W(n-1)$ from (9) in (2) to get

$$e(n) = d(n) - W^T(n-1)U(n)$$

$$= d(n) - [W(n-D_2)$$

$$+ \mu \sum_{i=0}^{LA-1} e(n-D_1-i)U(n-D_1-i)]U(n-D_1-i). \quad (10)$$

Assuming $\mu$ is sufficiently small and replacing $W(n-D_2-1)$ by $W(n-D_2)$, we can approximate (10) as

$$e(n) = d(n) - W^T(n-D_2)U(n). \quad (11)$$
The PIPLMS is completely described by (9) and (11) and its hardware overhead is \( N(AL - 1) \) adders. The PIPLMS architecture is shown in Fig. 2. The DLMS is equivalent to PIPLMS with \( D_2 = 1 \) and \( LA = 1 \), while PIPLMS1 is equivalent to PIPLMS with \( LA = 1 \) and \( D_1 = D_2 \).

IV. CONVERGENCE PROPERTIES OF THE PIPLMS

As the relaxed look-ahead technique modifies the input-output behavior, convergence analysis of PIPLMS needs to be carried out. However, this requires the knowledge of \( E[U(n)U^T(n-i)] \) for \( i > 0 \), where \( E[\cdot] \) denotes expectation. As this is difficult to express in terms of the input covariance matrix \( R = E[U(n)U^T(n)] \), therefore a complete convergence analysis of PIPLMS is intractable. This observation is in accordance with the analysis in [32], where only convergence of the weight vector is analyzed for the average LMS (ALMS) defined by

\[
W(n) = W(n-1) + \frac{\mu}{P} \sum_{i=0}^{P-1} e(n-i)U(n-i) \tag{12}
\]

However, analysis of convergence in the mean-squared error for ALMS is still difficult. Note that the ALMS is a special case of PIPLMS with \( D_2 = 1, D_1 = 0 \) and \( LA = P \).

Keeping in mind the difficulties involved in a complete convergence analysis of PIPLMS, we provide an analysis of a useful sub-class of PIPLMS referred to as PIPLMSK. The PIPLMSK is obtained from PIPLMS with \( LA = 1 \). In addition, for tractability of the convergence analysis we place the restriction that \( D_1 \) is a multiple of \( D_2 \). The equations describing PIPLMSK are therefore

\[
W(n) = W(n - D_2) + \mu e(n - D_1)U(n - D_1) \tag{13}
\]

where we additionally restrict \( D_1 \) to satisfy

\[
D_1 = KD_2 \tag{14}
\]

with \( D_2 \) being at least unity. Note that even though PIPLMSK is a special case of PIPLMS, it is general enough to cover DLMS and PIPLMS1. With \( D_2 = 1 \) (i.e., \( K = D_1 \)) PIPLMSK is equivalent to DLMS, while \( K = 1 \) reduces PIPLMSK to PIPLMS1. Thus, DLMS and PIPLMS1 represent two extreme cases of PIPLMSK. The significance of analyzing PIPLMSK lies in the fact that in a practical situation the most appropriate value of \( K \) would lie somewhere between \( 1 \) and \( D_1 \). This is due to the fact that the computation time of \( WUDL \) is just an adder time while that of \( EFP \) is much larger. Hence, \( WUDL \) would need fewer pipelining latches than \( EFP \), i.e., \( D_2 \) would be less than \( D_1 \) in general.

The convergence analysis of PIPLMSK is a generalization of the DLMS analysis presented in [20]-[21]. We shall also see that as \( K \) is varied from \( 1 \) to \( D_1 \), the convergence behavior changes gradually from that of PIPLMSK to that of DLMS. In fact, it will be seen that all the analytical expressions derived in [20]-[21] in terms of \( D_1 \) are applicable to PIPLMSK by replacing \( D_1 \) by \( K \). In this section we present the final analytical expressions, while the details are given in the appendices.

The following definitions are necessary before presenting the analytical expressions.

\[
\lambda_{\text{rms}}^2 = \frac{\sum_{i=1}^{N} \lambda_i^2}{N} \tag{15}
\]

\[
\lambda_{\text{av}} = \frac{\sum_{i=1}^{N} \lambda_i}{N} = \sigma^2 \tag{16}
\]

\[
\alpha = \frac{\lambda_{\text{rms}}^2}{\lambda_{\text{av}}} \tag{17}
\]

\[
v = E[(u(n))^2] \tag{18}
\]

\[
P = N + v - 1 \tag{19}
\]

\[
b = \mu \sigma^2 \tag{20}
\]

where \( \lambda_i \)'s \((i = 1, \ldots, N)\) are the eigenvalues of \( R \).

A. Bounds on \( u \) for Convergence

The upper bound on \( u \) to guarantee the convergence of the mean-squared error (MSE) of PIPLMSK is found to be tighter as compared to those for SLMS. In particular, the bound on \( u \) for PIPLMSK is given by

\[
0 \leq u \leq \frac{\alpha P + 2K - \sqrt{(\alpha P + 2K)^2 - 8K(K + 1)}}{2K(K + 1)\sigma^2}. \tag{21}
\]

By replacing \( K = D_1 \), we get the corresponding bound for DLMS [eq.(10), [21]]. In [21] it was shown that as \( D_1 \) increases the upper bound in (21) becomes smaller. Similarly, we can expect this bound to decrease as \( K \) is increased from 1 to \( D_1 \). This fact is confirmed via simulations in section VI. From (21) we also conclude that the upper bound can be kept constant with respect to \( D_1 \) if \( K \) is kept constant. This is a slight improvement over DLMS, for which the bound becomes less as \( D_1 \) is increased.

B. Convergence Speed

In [20]-[21], it was observed that the convergence speed of DLMS slows down slightly as \( D_1 \) is increased. On the other hand, the convergence speed of PIPLMS1 [23] was found to
be \( D_1 \) times lower than that of SLMS. Thus, as \( K \) decreases from \( D_1 \) down to unity, the convergence speed of PIPLMSK slows down. This fact has been known in the industry for quite some time and has been a major obstacle in achieving fine-grain pipelining. A major implication of the lower convergence speed is the corresponding degraded tracking capability in a non-stationary environment. It will be shown via simulations that PIPLMS offers a solution to this problem. Therefore, in a practical application, we would choose appropriate values of \( D_1 \) and \( D_2 \) for achieving the desired speed-up and then adjust LA to prevent the degradation in the convergence speed.

C. Adaptation Accuracy

The adaptation accuracy of an adaptive algorithm is quantified by its misadjustment, which is defined as follows

\[
\mathcal{M} = \frac{\epsilon(\infty) - \epsilon_{\min}}{\epsilon_{\min}},
\]

where \( \epsilon(n) \) is \( E(J(n)) \) and \( J(n) \) is the mean-squared error at time instance \( n \). The notation \( \epsilon_{\min} \) refers to the minimum mean-squared error, which would be obtained if the filter weight vector \( W(n) \) equalled the Weiner solution \( W_\ast \).

The misadjustment for PIPLMSK was found to be

\[
\mathcal{M} = \frac{\alpha Nb}{2 - \alpha P + 2Kb(K + 1)b^2}
\]

which reduces to the corresponding expression for DLMS ([11], [21]) if \( K \) is replaced by \( D_1 \).

In (23), the term in the denominator which is linear in \( b \) dominates the quadratic term (since \( Kb \ll 1 \)). Hence, as \( K \) is increased from unity towards \( D_1 \), the misadjustment would increase. Thus, PIPLMSK [23] has better adaptation accuracy than DLMS. This fact is in accordance with the conclusions of [23] and also with that of the previous sub-section (i.e., faster convergence should imply worse misadjustment). In actual practice, the misadjustment does not change substantially as \( K \) varies and therefore can be considered to be approximately constant. This has been verified through simulations (see section VI).

V. THE PIPELINED ADPCM CODEC

In this section, we use the relaxed look-ahead pipelined adaptive filter as a predictor in an ADPCM coder to demonstrate the usefulness of the adaptive filter in high-speed video applications or low-power speech applications. We first develop the pipelined ADPCM codec and then employ it for image and speech compression. Note that a high-speed architecture for DPCM has been presented [33], where the computation in the critical path is reduced to an amount equal to that of an addition. Our architecture allows much higher speed-ups and is more suited for systems with an adaptive predictor.

We start with a serial ADPCM (SADPCM) architecture [see Fig. 3] described by the following equations

\[
\hat{s}(n) = W^T(n-1)\tilde{S}(n-1)
\]

\[
e(n) = s(n) - \hat{s}(n)
\]

Under this assumption, the reconstructed signal \( \hat{s}(n) \approx s(n) \) and \( e_q(n) = e(n) \). Thus, the SADPCM block diagram (see Fig. 3 for detailed description of blocks \( F \) and \( WUD \) in Fig. 4(a) reduces to that of a conventional linear predictor [Fig. 4(b)]. Note that in contrast to Fig. 3, the delay elements are shown outside the \( WUD \) block in Fig. 4. The linear predictor was pipelined via relaxed look-ahead in section III. Thus, Fig. 4(c) shows the pipelined linear predictor. An architecture equivalent to Fig. 4(c) is shown in Fig. 4(d), where \( D_1 \) is the number of latches required to pipeline the \( F \) block, the two adders and the quantizer \( Q \). To convert back to the ADPCM architecture we need to generate \( \hat{s}(n) \) and employ it for future predictions. This is done in Fig. 4(e), where the predictor output is added to the prediction error to obtain \( \hat{s}(n) \). Finally, replacing the quantizer and replacing the \( D_1 \) delays at the input with \( L_0 \) delays, we get the PIPADPCM coder architecture of Fig. 5(a). The PIPADPCM decoder is shown in Fig. 5(b).
It can be seen that the hardware requirements are essentially independent of the number of quantizer levels $L$ and the speed-up $M$. Note that the latches $L_c$ [see Fig. 5(a)] would be employed to pipeline the adder and the quantizer in the coder. Similarly, the latches $L_d$ [see Fig. 5(b)] would be employed to pipeline the adder in the decoder. This points to an interesting observation about the output latency, which from Fig. 5 is $L_c + L_d + 1$. Assuming that an adder computation time $T_a = 20$ units and a multiplier computation time $T_m = 40$ units, the quantizer computation time $T_q = T_a$, and a predictor order $N = 3$, we have calculated the values of $D_1$, $D'_1$, $D_2$, $L_c$ and $L_d$ for different speed-ups $M$ and these are shown in Table 1. Clearly, the output latency is much smaller than the level of pipelining.

A. Analysis of PIPADPCM

As certain approximations have been made in the derivation of PIPADPCM, its performance would be degraded as compared to SADPCM. We briefly discuss the nature of this degradation. There are two sources of performance loss in PIPADPCM. The first source of degradation is due to the fact that the PIPADPCM predictor is constrained to perform a...
D' + 1-step forward prediction rather than a 1-step prediction. Note that this constraint arose in the transition from Fig. 4(d) to Fig. 4(e).

Under the assumption of fine quantization and a stationary environment it can be shown (see Appendix C) that the misadjustment of PIPADPCM ($M_P$) is related to that of SADPCM by the following equation

$$M_P = (M_S + 1)T - 1,$$

where $T$ is the ratio of the optimal mean-squared prediction error due to $D'_1 + 1$-step forward prediction and that due to a 1-step forward prediction. Assuming a fixed uniform $R$-bit quantizer, the reconstruction error power $\sigma^2_0$ of an ADPCM codec is related to its prediction error power $\sigma^2_0$ as

$$\sigma^2_0 = \epsilon_0 2^{-2R} \sigma^2_0,$$

where $\epsilon_0$ is a constant. Employing (31) to equate the reconstruction powers of SADPCM and PIPADPCM and with (30), we can derive the following relationship between the number of quantizer bits for PIPADPCM ($R_P$) and for SADPCM ($R_S$) for the same output SNR

$$R_P = R_S + \frac{1}{2} \log_2 \frac{1}{\epsilon_0}.$$

Thus, $T$ needs to be at least 4 before we need to increase $R_P$, for PIPADPCM to have the same SNR as SADPCM. However, in all our simulations we have kept $R_P = R_S$.

The second source of SNR degradation arises when $D_2 > 1$. From the convergence analysis of PIPLMSK (see section IV(C)), we know that if $D_2 > 1$ then the convergence speed is reduced, which would result in additional loss of performance in a non-stationary environment. However, this loss can be reduced by applying sum relaxation.

B. Image Coding

We consider only intra-frame prediction with a fixed uniform quantizer and an adaptive predictor. Our purpose is to compare the relative performance of SADPCM and PIPADPCM under the same quantization scheme. We assume that the input to the codec is in a row-by-row raster scan format. As PIPADPCM makes use of a $D'_1 + 1$-step forward prediction, therefore for large values of $D'_1$, the prediction error would increase if one or more of the pixels employed in the prediction are in the same row as the pixel being predicted. However, due to the two-dimensional nature of image signals, we can always employ pixels from the previous line to predict the current pixel. This can be done by including additional latches at the output of the adder [in Fig. 5(a)], which generates the reconstructed signal $\hat{s}(n)$. Our scheme of prediction of the current pixel using neighboring pixels from the previous line is shown in Fig. 6. Prediction in this fashion results in both SADPCM and PIPADPCM having the same prediction error powers and, therefore, there would be no degradation in SNR due to the $D'_1 + 1$-step forward prediction. There would be some loss in SNR if $D_2 > 1$ and in the next section we show that this loss is negligible.

C. Speech Coding

Unlike images, speech is a one-dimensional signal. Hence, PIPADPCM cannot avoid performing a $D'_1 + 1$-step forward prediction. Thus, in speech coding the degradation in SNR is caused by the increase in the prediction error power due to the $D'_1 + 1$-step forward prediction. This limits the acceptable values of $D'_1$ and therefore the achievable speed-ups. Nevertheless, substantial speed-ups are possible.

VI. SIMULATION RESULTS

In this section, we present simulation results to verify the performance of PIPLMS and PIPADPCM. In Experiment A, we verify the theoretical expression for the adaptation accuracy (23) and the upper bound on $\mu$ (21). In Experiment B, we demonstrate finer-grain pipelining with PIPLMS and show how a desired level of speed-up can be attained without slowing down the convergence speed. In Experiment C, we demonstrate the performance of PIPADPCM in an image coding application, while a speech coding application is presented in Experiment D.

A. Experiment A

In this experiment, we employ linear prediction to verify (21) and (23). For this purpose a 50th order FIR filter was used to generate a moving-average (MA) process with unit variance. Then PIPLMSK, with $N = 20$ and $\mu = 0.01$, was employed to predict the MA process. Simulations were run for 30 independent trials and the results were averaged. Values of $D_1 = 8$ and $D_1 = 16$ were chosen for different values of $K$. The theoretical and measured values of $M$ and $\mu_{\text{max}}$ (the maximum value of $\mu$ for convergence) are tabulated in Table II. It can be seen that the theoretical and calculated values of $M$ and $\mu_{\text{max}}$ are quite close. Also, note the slight degradation in $M$ and the decrease in $\mu_{\text{max}}$ as $K$ is increased.

B. Experiment B

In Experiment B we illustrate, with a concrete example, the actual increase in clock-frequency due to pipelining. Again we assume that a two operand multiply time $T_m$ is 40 units while a two operand add time $T_a$ is 20 units. For simplicity, we perform a system identification of a 4th order FIR system.
TABLE II
EXPERIMENT A

<table>
<thead>
<tr>
<th>$D_1$</th>
<th>$K$</th>
<th>Misadjustment (%)</th>
<th>$\mu_{DLMS}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Measured</td>
<td>Theory</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>13.53</td>
<td>14.10</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>12.30</td>
<td>14.26</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>13.40</td>
<td>14.60</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>12.25</td>
<td>15.29</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>15.0</td>
<td>14.11</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>14.87</td>
<td>14.26</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>13.40</td>
<td>14.60</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>14.44</td>
<td>15.29</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>14.63</td>
<td>16.77</td>
</tr>
</tbody>
</table>

The computation time of a 5th order SLMS filter is $T_c = 240$. For a speed-up of $M = 48$, the clock-period of the pipelined system should be $T_p = 5$. This is much less than the adder computation of 20. Hence, the DLMS cannot achieve this speed-up. A simple analysis shows that DLMS can achieve a maximum speed-up of 12, for $N = 5$. However, PIPLMSK with $D_1 = 44$ and $D_2 = 4$ (i.e., $K = 11$) can achieve the desired clock frequency. This is shown in Fig. 7, where the retimed PIPLMS11 (i.e., PIPLMSK with $K = 11$) architecture is depicted (see [30]-311 for details of retiming). The latches lumped at the output of a hardware operator would be used to pipeline that operator. In Fig. 7, each adder is pipelined into 4 stages while each multiplier is pipelined into 8 stages.

As mentioned in section IV, even though PIPLMS11 achieves the desired speed-up, its convergence speed (in number of iterations) would be slow due to the inclusion of latches in WUDL. This fact can be seen in Fig. 8, where the mean-squared error (MSE) plots for LMS, DLMS (with $D_1 = 44$) and PIPLMS11 are shown. Clearly, PIPLMS11 converges much slower than either SLMS or DLMS. The latency due to the inclusion of $D_1$ latches is also visible in the delayed response of DLMS and PIPLMS11.

In order to see the increase in clock frequency, we first show a PIPADPCM coder with a speed-up of 44. Employing

![Fig. 7. The PIPLMS11 architecture.](image-url)

![Fig. 8. MSE plots for SLMS, DLMS (with $D_1 = 44$) and PIPLMS11 (with $D_1 = 44$ and $D_2 = 4$).](image-url)

![Fig. 9. MSE plots for SLMS, DLMS (with $D_1 = 44$) and PIPLMS (with $D_1 = 51$, $D_2 = 4$, and $LA = 2$).](image-url)
Fig. 10. The PIPLMS architecture with speed-up of 48.

Fig. 11. The PIPADPCM coder achieving a speed-up of 44.

the appropriate values of $D_1$, $D_1'$, $D_2$ and $L_c$ from Table I, we show the retimed PIPADPCM coder architecture for speed-up $M = 44$ in Fig. 11.

Next, we consider the compression of $256 \times 256$ input image of "Lenna" [see Fig. 12(a)] with 256 gray levels. All simulations in this experiment were done with a 3-bit uniform and fixed quantizer with a dynamic range of 0.25. The predictor order was $N = 3$ and $LA = 1$. All the parameter values for PIPADPCM were obtained from Table I. The reconstructed image for SADPCM [see Fig. 12(b)] and that of PIPADPCM [see Fig. 12(c)] for a speed-up of 44 are perceptually identical. In Fig. 13, we plot the SNR values for different values of speed-ups. Clearly, the performance of PIPADPCM degrades at speed-ups where $D_1 > 1$. This degradation is approximately 0.97 dB at $M = 44$. However, with $LA = 2$, it was found that the SNR loss was reduced to 0.43 dB. Further SNR improvements are possible by optimizing the dynamic range and the stepsize $\mu$. This is, however, not necessary as in all cases the PIPADPCM output is perceptually very close to that of SADPCM.

D. Experiment D

In this experiment, we use the ADPCM coder in speech coding applications. The input speech waveform that has been coded is shown in Fig. 14. This waveform was obtained by sampling the utterance "zoos" at 8 kHz for a duration of 1 second and then scaling. All simulations are carried out with a 4-bit quantizer. The segmental SNR (segSNR) is employed as performance measure and has been computed by averaging the SNR over speech segments of 128 samples (or 16 ms).
Fig. 13. SNR vs. Speed-up for the image codec.

Fig. 14. The input speech signal.

The plot of segSNR vs. speed-up is shown in Fig. 15, where we see that as the speed-up is increased, the segSNR for PIPADPCM decreases initially and then levels off for all higher speed-ups. At a speed-up of 44, the SNR drop is about 4.23 dB. At this point it is not clear whether this degradation is perceptually audible or not. It is well known that there is not much correlation between segSNR and subjective measures of performance. Therefore, subjective listening tests need to be done in order to arrive at a definitive evaluation of the PIPADPCM in speech compression. Nevertheless, speed-up of 2 can be achieved with a SNR degradation of less than 1 dB.

VII. CONCLUSIONS

The relaxed look-ahead is introduced as an attractive technique for the development of pipelined adaptive filter architectures. This technique has been employed to develop a pipelined LMS adaptive filter architecture (referred to as PIPLMS) and a pipelined ADPCM (PIPADPCM) codec. Both PIPLMS and PIPADPCM have a very low hardware overhead due to pipelining and are therefore attractive from a VLSI implementation point of view. Finite-precision properties of the PIPADPCM have been studied \[34\] and a VLSI chip has been successfully implemented \[35\].

The pipelined topologies proposed in this paper can be systematically unfolded \[36\]–\[37\] to obtain concurrent parallel processing adaptive filter architectures. These parallel and pipelined architectures can be used either in the context of high-speed applications such as video and radar or low-power applications such as speech and portable communications systems.

In our group, we have also followed similar approaches to design inherently concurrent direct-form and lattice recursive digital filters \[38\]. Future work is being directed towards design of inherently concurrent algorithms for adaptive decision feedback equalizers \[39\] and adaptive quantizers.

VIII. APPENDIX A

Derivation of the Misadjustment Expression and Bounds on $\mu$ for Convergence

We rewrite the PIPLMSK equations below

\[
W(n) = W(n - D_2) + \mu e(n - D_1)U(n - D_1)
\]

\[
e(n) = d(n) - W(n - D_2)^T U(n)
\]

It is easy to show that

\[
J(n) = E[\nu^2(n) | W(n - D_2)]
\]

\[
= \epsilon_{\text{min}} + J_{\text{ex}}(n - D_2)
\]

where $\epsilon_{\text{min}}$ is the minimum mean-squared error and from the independence assumption

\[
J_{\text{ex}}(n) = (W(n) - W_o)^T R(W(n) - W_o).
\]

with $W_o$ being the optimal weight vector. Define the weight-error vector $C(n)$ as

\[
C(n) = W(n) - W_o,
\]

and $\nu(n)$ as

\[
\nu(n) = Q^T C(n)
\]
where $Q$ is the matrix whose columns are composed of the eigenvectors of data covariance matrix $R$, i.e., $R = QAQ^T$ with $A$ being the diagonal matrix containing the eigenvalues of $R$.

Employing (37) and (38), we can rewrite (36) as

$$J_{ex}(n) = \nu^T(n)A\nu(n).$$

Taking the expectation of (39) gives us

$$E[J_{ex}(n)] = E[\nu^T(n)A\nu(n)] = \epsilon_{ex}(n)$$

From (34), we get

$$e(n) = d(n) - (C(n - D_2) + W_\nu^T U(n) = e_{opt}(n) - \nu^T(n - D_2)Z(n)$$

where

$$e_{opt} = d(n) - W_\nu^T U(n)$$

and $Z(n) = Q^T U(n)$. Note that the following is true

$$E[Z(n)Z^T(n)] = A.$$

Assuming that $u(n)$ is a Gaussian process, we will use the following result from [20], where $A$ and $\nu$ are defined in section IV (see (15) and (18)).

Subtracting $W_\nu$ from (33) and then premultiplying by $Q^T$ results in

$$\nu(n) = \nu(n - D_2) + \mu e(n - D_1)Z(n) - D_1 + D_2.$$

Substituting (41) into (45), we get

$$\nu(n) = \nu(n - D_2) - \mu Z(n - D_1)Z^T(n - D_1)$$

where

$$D = D_1 + D_2.$$

We may now substitute for $\nu(n)$ from (46) into (40). As (46) has three terms, therefore substitution into (40) and multiplying out would give us 9 terms. We consider each of these terms individually.

$$T_1 = E[\nu^T(n - D_2)A\nu(n - D_2)]$$

From (40) we get

$$T_1 = \epsilon_{ex}(n - D_2)$$

Employing (43) and (15)-(20), we approximate $T_2$ as follows

$$T_2 = -\mu E[\nu^T(n - D_2)A\nu(n - D_2)]$$

$$\approx -\mu \lambda_{max} E[\nu^T(n - D_2)A\nu(n - D_2)]$$

$$= -\mu \lambda_{max} a_{D_1}(n - D_2)$$

$$= -ba_{D_1}(n - D_2)$$

where

$$a_k(n) = E[\nu^T(n)A\nu(n - k)].$$

We express (50) in terms of $\epsilon_{ex}(n)$ in Appendix B.

Subtracting $W_\nu$ from (33) and then premultiplying by $Q^T$ results in

Substituting (41) into (45), we get

$$\nu(n) = \nu(n - D_2) - \mu e_{opt}(n - D_1)Z(n)$$

where

$$e_{opt} = d(n) - W_\nu^T U(n)$$

and $Z(n) = Q^T U(n)$. Note that the following is true

$$E[Z(n)Z^T(n)] = \Lambda.$$

Assuming that $u(n)$ is a Gaussian process, we will use the following result from [20], where $A$ and $\nu$ are defined in section IV (see (15) and (18)).

Subtracting $W_\nu$ from (33) and then premultiplying by $Q^T$ results in

$$\nu(n) = \nu(n - D_2) - \mu Z(n - D_1)Z^T(n - D_1)$$

where

$$D = D_1 + D_2.$$

We may now substitute for $\nu(n)$ from (46) into (40). As (46) has three terms, therefore substitution into (40) and multiplying out would give us 9 terms. We consider each of these terms individually.

$$T_1 = E[\nu^T(n - D_2)A\nu(n - D_2)]$$

From (40) we get

$$T_1 = \epsilon_{ex}(n - D_2)$$

Employing (43) and (15)-(20), we approximate $T_2$ as follows

$$T_2 = -\mu E[\nu^T(n - D_2)A\nu(n - D_2)]$$

$$\approx -\mu \lambda_{max} E[\nu^T(n - D_2)A\nu(n - D_2)]$$

$$= -\mu \lambda_{max} a_{D_1}(n - D_2)$$

$$= -ba_{D_1}(n - D_2)$$

where

$$a_k(n) = E[\nu^T(n)A\nu(m - k)].$$

We express (50) in terms of $\epsilon_{ex}(n)$ in Appendix B.

Subtracting $W_\nu$ from (33) and then premultiplying by $Q^T$ results in

Substituting (41) into (45), we get

$$\nu(n) = \nu(n - D_2) - \mu Z(n - D_1)Z^T(n - D_1)$$

where

$$D = D_1 + D_2.$$
In Appendix B, we show that the three most significant terms in evaluating $a_{D_1}(n - D_2)$ are

$$a_{D_1}(n - D_2) = e_{m}(n - D) - b \sum_{i=1}^{K} e_{m}(n - D - iD_2) + b^2 \sum_{i=1}^{K} \sum_{j=1}^{i} e_{m}(n - 2D_1 - (j + 1)D_2).$$  (56)

Substituting (56) into (55) and then letting $n \to \infty$, we get the desired expression for misadjustment

$$M = \frac{\epsilon_{m}(\infty)}{\epsilon_{m}} \approx \frac{\alpha N b}{2 - (\alpha P + 2K)b + K(K + 1)b^2}.  \quad (57)$$

Equating the denominator of (57) to zero, we solve for $b$ and get the upper bound on $p$ for convergence

$$0 \leq \mu \leq \frac{\alpha P + 2K - \sqrt{(\alpha P + 2K)^2 - 8K(K + 1)b^2}}{2K(K + 1)b}.  \quad (58)$$

IX. APPENDIX B

We start with (50) which is reproduced below

$$a_k(m) = E[v^T(m - \epsilon) \Lambda \nu(m - k)] = E[v^T(m - k) \Lambda \nu(m)].  \quad (59)$$

Note that

$$a_0(m) = e_{m}(m).  \quad (60)$$

We employ (46) to expand (59) as follows

$$a_k(m) = E[v^T(m - D_2) \Lambda \nu(m - k)] - \mu E[v^T(m - D)Z(m - D_1)Z^T(m - D_1) \Lambda \nu(m - k)] + \mu E[e_{opt}(m - D_1)Z^T(m - D_1) \Lambda \nu(m - k)]  \quad (61)$$

The third term in (61) is approximately zero as $E[e_{opt}(m)] = 0$. Hence, (61) can be written as

$$a_k(m) = a_{k-D_2}(m - D_2) - b a_{D_1 - k + D_2}(m - k)  \quad (62)$$

where we use the approximation

$$E[v^T(m - D)Z(m - D_1)Z^T(m - D_1) \Lambda \nu(m - k)] = \lambda_{av} E[v^T(m - D) \Lambda \nu(m - k)]  \quad (63)$$

which can be made if the eigenvalues of $R$ are nearly equal.

Now, assume $k$ in (62) is a multiple of $D_2$, i.e.,

$$k = LD_2.  \quad (64)$$

Hence, we recursively substitute for $a_{k-D_2}(m - D_2)$ in (62) to get

$$a_k(m) = a_0(m - LD_2) - b \sum_{i=1}^{L} a_{D_1 - k + iD_2}(m - k).  \quad (65)$$

We need to find $a_{D_1}(n - D_2)$, hence we substitute $k = D_1$ and $m = n - D_2$ into (65). Note that from (14), $D_1 = KD_2$ and therefore (64) is satisfied. Making these substitutions we get

$$a_{D_1}(n - D_2) = a_0(n - D) - b \sum_{i=1}^{K} a_{iD_2}(n - D).  \quad (66)$$

Employing (65) to substitute for the term inside the summation in (66). This can be done as (64) is satisfied. Thus, we get

$$a_{D_1}(n - D_2) = a_0(n - D) - b \sum_{i=1}^{K} a_{iD_2}(n - D - iD_2) + b^2 \sum_{i=1}^{K} \sum_{j=1}^{i} a_{iD_2 - (i-j)D_2}(n - D - iD_2).  \quad (67)$$

Substituting (65) again for the term inside the double summation of (67), which can be done again as (64) is satisfied, we get

$$a_{D_1}(n - D_2) = a_0(n - D) - b \sum_{i=1}^{K} a_0(n - D - iD_2) + b^2 \sum_{i=1}^{K} \sum_{j=1}^{i} a_0(n - 2D_1 - (j + 1)D_2),  \quad (68)$$

where we have neglected higher order terms containing $b^3$. This is a valid approximation as $kb$ can be made small as compared to unity. Employing (60) we rewrite (68) as

$$a_{D_1}(n - D_2) = a_0(n - D) - b \sum_{i=1}^{K} a_0(n - D - iD_2) + b^2 \sum_{i=1}^{K} \sum_{j=1}^{i} a_0(n - 2D_1 - (j + 1)D_2),  \quad (69)$$

to get (56).

X. APPENDIX C

In the following development, we assume a stationary environment and the fine quantization assumption. Denoting the optimal mean-squared prediction error power for PIPADPCM by $J_{MIN_{eP}}$ and that of SADPCM by $J_{MIN_{eS}}$, we can define the misadjustment of PIPADPCM ($M_P$) with respect to $J_{MIN_{eS}}$ as follows:

$$M_P = \frac{\sigma_{eP}^2}{J_{MIN_{eS}}},  \quad (70)$$

where $\sigma_{eP}^2$ is the steady-state prediction error power of PIPADPCM. Similarly, the misadjustment of SADPCM ($M_S$)
is defined as
\[ M_S = \frac{\sigma^2_S - J\text{MIN}_e}{J\text{MIN}_e}, \] (71)

where \( \sigma^2_S \) is the steady-state prediction error power of SADPCM. Note that conventionally \( M_P \) is defined with respect to \( J\text{MIN}_e/p \). However, in the present context we wish to compare \( M_P \) with \( M_S \) and therefore the definition in (70) is used.

We now manipulate (70) as follows
\[
M_P = \frac{\sigma^2_P - J\text{MIN}_e}{J\text{MIN}_e} + \frac{J\text{MIN}_p - J\text{MIN}_e}{J\text{MIN}_e}
\]
\[
= \tau \left[ \frac{\sigma^2_P - J\text{MIN}_e}{J\text{MIN}_e} + 1 - \frac{1}{\tau} \right]
\]
\[
= \left[ \frac{\sigma^2_P - J\text{MIN}_e}{J\text{MIN}_e} \right] \tau + \tau - 1
\] (72)

where \( \tau = J\text{MIN}_e/p/J\text{MIN}_e \). The term in the round brackets in (72) represents the inherent misadjustment of PIPADPCM. As the inherent misadjustment is completely dependent on the eigenvalue spread of the input correlation matrix therefore the inherent misadjustment of PIPADPCM would be identical to that of PIPLMS in a 1-step predictor mode. From the analysis in section IV, we know that the misadjustment of PIPLMS (in a 1-step forward predictor configuration) is more or less constant with increase in \( D_1 \) and equal to that of serial LMS (or SLMS). Thus, we can write (72) as
\[
M_P = (M_S + 1)\tau - 1.
\] (73)

which is the desired equation.
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