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Abstract — The re-encoding based interpolation al-
gorithm [1] is modified such that intermediate inter-
polation results are also useful towards solving the al-
gebraic soft-decoding problem. By factorization of a
chosen subset of intermediate results, desired coding
gains are obtained at lower interpolation costs.

I. Introduction
An algorithm for algebraic soft-decision decoding of Reed-
Solomon codes based on bivariate polynomial interpolation
and factorization [2] is presented in [3]. The Koetter-Vardy
(KV) algorithm [3], extends the coding gains obtained in [2] by
relaxing the restriction of fixed multiplicity for all interpola-
tion points. In the KV algorithm, interpolation constraints
are incrementally assigned to different interpolation points
via a greedy algorithm, until the total number of constraints
summed over all interpolation points reaches a preset final
cost. By solving interpolation constraints in the order of gen-
eration, a nested sequence of interpolation solutions associated
with increasing interpolation costs is obtained. Factorization
of intermediate solutions, in addition to the final interpolation
solution, can be used to reduce both the average and the final
interpolation cost required to obtain a desired coding gain.

In the re-encoding based interpolation algorithm [1], for a
[n, k] RS code, all interpolation constraints associated with k
chosen re-encoded interpolation points are solved at initial-
ization by an appropriate choice of basis polynomials. Hence
in [1], interpolation constraints are solved out of order, as
the constraints solved at initialization are not the initial con-
straints generated by the greedy algorithm in [3]. As the num-
ber of constraints solved at initialization constitutes a large
fraction (≈ k

n
) of the total constraints, intermediate results

in [1] are no longer associated with interpolation solutions of
intermediate costs except close to the final cost.

For a desired coding gain, the preset final cost in [1] can
be reduced if the interpolation algorithm in [1] is modified
such that intermediate results closely match interpolation so-
lutions of intermediate costs, while retaining the initialization
of [1]. Also, the number of intermediate results passed to fac-
torization has to be restricted in order to limit factorization
complexity. These are the two issues addressed in this paper.

II. Modified re-encoding based interpolation

The re-encoded interpolation algorithm [1], begins with a set
of basis polynomials Q̃l(X, Z), 0 ≤ l ≤ t which satisfy the
constraints associated with k re-encoded interpolation points.
The number of basis polynomials (t + 1) is a function of
the final interpolation cost. The re-encoded interpolation al-
gorithm determines the minimal (1,−1) weighted bivariate
polynomial QM (X, Z) =

∑t

l=0
Φl(X)Q̃l(X, Z), that passes
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through the remaining interpolation points [1]. As the num-
ber of basis polynomials is interpolation cost dependent, a first
step toward obtaining useful intermediate results is to restrict
the number of basis polynomials used at intermediate costs,
to that in its corresponding interpolation solution. Further,
when the number of basis polynomials in the intermediate re-
sult is incremented, a modified polynomial update algorithm is
used to solve a fixed number of interpolation constraints with-
out increasing the weighted degree of the intermediate result.
In the modified update algorithm, an additional step follows
regular polynomial update, in which the weighted degree of
the minimal polynomial is decremented by adding appropri-
ately scaled versions of other candidate polynomials. Further
details can be found in [4].

From [1], we know that a useful interpolation output con-
tains a factor of the form (Z − Ω(X)/Λ(X)), where Λ(X)
is the error-locater polynomial. Now, Λ(X) divides Φl(X),
where l denotes the largest Z degree in the intermediate out-
put. The number of roots in Φl(X) can be used to detect
the presence of (Z − Ω(X)/Λ(X)) in the intermediate result.
For each set of intermediate interpolation results which use
the same number of basis polynomials, we pass a maximum of
two results to factorization; the intermediate result associated
with the largest intermediate cost and the first intermediate
result that passes a root threshold criterion for Φl(X). De-
tails are given in [4]. The reduction in final cost ranges from
35-55% for a [255, 239] RS code (Figure. 1).
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Figure 1: Final cost v/s Coding gain at FER = 10−5.
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