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Abstract—Deep neural networks (DNNs) are powerful machine learning models but are typically deployed in large computing clusters due to their high computational and parameter complexity. Many biomedical applications require embedded inference on resource-constrained platforms thus causing a challenge when considering the deployment of DNNs. One method to address this challenge is via reduced precision implementations. We use an analytical method to determine suitable minimum precision requirements of DNNs and show its application to the CHB-MIT EEG seizure detection dataset and the Bonn dataset for brain electrical activity recognition. We show that our method leads to \(2 \times\) reduction in average precision and 45% complexity reduction compared to the minimum uniform precision assignment. Compared to a conventional 16-b precision assignment, our method leads to \(9 \times\) complexity reduction. Furthermore, we study the impact of network topology on precision and accuracy. Once again we find our method to be \(\sim 2 \times\) more efficient that the uniform assignment for all topologies considered.

Index Terms—neural networks, deep learning, precision, accuracy, complexity

I. INTRODUCTION

Neural networks and deep learning are achieving considerable accuracy in many inferential tasks. The most popular applications of deep learning are cognitive such as computer vision [1], speech [2], and language [3]. However, the strong representational power of neural networks also makes them suitable for biomedical-based machine learning tasks. Indeed, raw biological data is being collected in large volumes today [4] soliciting the need for information/knowledge extraction. Consequently, deep learning is currently being employed for several biomedical applications such as medical imaging [5], biological anomaly and pathology detection [6], and early diagnosis of diseases [7], to name a few.

However, due to their biomedical nature, many of the above applications require inference to be done in-situ, in an embedded platform close to the patient. Unfortunately, the high complexity of neural networks makes them hard to deploy onto such resource-constrained platforms. Thus, most works on embedded biomedical circuits and systems have so far focused on the mapping of classical algorithms. For instance, a low-power digital implementation of the Pan Tompkins Algorithm was implemented for heart rate monitoring [8]. Similarly, a low complexity architecture for seizure detection was designed based on incremental precision FFT-based feature extraction [9]. Another popular algorithm is the support vector machine which was used in a micro power complete system-on-a-chip (SoC) design for EEG-based seizure detection [10].
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Therefore, a gap exists between state-of-the-art machine learning models such as deep neural networks (DNNs) and their mapping onto embedded biomedical platforms. Closing this gap necessitates a fresh look at complexity reduction techniques for DNNs. One fundamental reason contributing to the high complexity of DNNs is their implementation in 32-b floating-point arithmetic on CPUs and GPUs. Thus, reduced precision representations, such as 16-b fixed-point [11], have been employed to reduce the cost of implementation of DNNs. It was shown to be possible to directly train 16-b fixed-point networks [12]. This approach necessitates a discrete optimization and has no convergence guarantees. Moons et al. [13] empirically determine the optimal precision by training an ensemble of networks with varying topologies and datasets. They find that typically decreasing the precision from 16-b or 8-b down to 4-b has little effect on accuracy but leads to great complexity reduction. Accuracy degradation is observed when precision is decreased to 2-b or 1-b.

The inherent robustness of DNNs suggests that quantizing a pre-trained model leads to a much easier, yet reliable way of reducing the complexity. When considering quantization of pre-trained networks, the main challenge is to determine a suitable precision configuration. Furthermore, due to the very large design space, it is prohibitive to perform an exhaustive search [14]. Moons et al. [15] perform a grid search where quantization is applied one layer at a time. The corresponding precision is found to be dependent on the order of the search because the noise budget is exhausted at each iteration. Thus, dependence on data and network statistics is not captured. Therefore precision assignment needs to be done analytically.

The solution in [16] is one where precision assignment is chosen so that to satisfy a signal-to-quantization-noise ratio (SQNR) condition at the output. This solution suffers from SQNR not being a meaningful metric in the context of classification and machine learning. In [17], a theory was developed whereby it was possible to analytically quantify the accuracy degradation due to network quantization as a function of precision. This theory was used to obtain an efficient precision assignment methodology [18].

In this work, we employ the aforementioned analysis to efficiently quantize pre-trained networks on the CHB-MIT EEG dataset for seizure detection [19] and the Bonn dataset for brain electrical activity recognition (BEAR) [20]. Unlike image-based datasets such as ImageNet [1], we find activation precision requirements to be dominant. We also compare the results of our proposed method to the minimum uniform precision assignment and show up to \(2 \times\) average precision
reduction and 45% complexity reduction. Compared to a conventional 16-b precision assignment, our method leads to 9× complexity reduction. We further investigate the trade-offs between network topology, precision, and complexity and find that the benefits of our method generalize across network topologies.

The rest of this paper is organized as follows: Section II provides background on our proposed method and complexity metrics. Section III includes applications of the proposed method to biomedical datasets as well as accuracy vs. precision vs. complexity evaluations for fixed and varying network topologies. Finally, we conclude our paper in Section IV.

II. BACKGROUND

A. Precision Analysis of Deep Neural Networks

We consider a general feedforward neural network with \( L \) layers. Let \( \{A_l\}_{l=1}^{L} \) and \( \{W_l\}_{l=1}^{L} \) be the layer-wise partitions of activations and weights, respectively. We assume all activations and weights are quantized to fixed-point, with per-layer precisions \( \{B_{A,l}\}_{l=1}^{L} \) and \( \{B_{W,l}\}_{l=1}^{L} \), respectively. Furthermore, the accuracy metric we utilize is the mismatch probability: \( p_m = P(\hat{Y}_{fx} \neq Y_{fx}) \), which is the probability that the predicted label \( \hat{Y}_{fx} \) of a fixed-point neural network is different from \( Y_{fx} \), that of its floating-point counterpart. It can be shown that [18]:

\[
p_m \leq \sum_{l=1}^{L} \left( \Delta_{A,l}^2 E_{A,l} + \Delta_{W,l}^2 E_{W,l} \right) \tag{1}
\]

where \( \Delta_{A,l} = 2^{-B_{A,l} - 1} \) and \( \Delta_{W,l} = 2^{-B_{W,l} - 1} \) are the activation and weight quantization step-sizes at layer \( l \), respectively, and

\[
E_{A,l} = \mathbb{E} \left[ \sum_{i=1}^{M} \sum_{z \in \mathcal{A}_l} \frac{\partial (Z_i - Z_{Y_{\mathcal{A}_l}})}{\partial a_{i,z}}^2 \right] \frac{24}{24|Z_i - Z_{Y_{\mathcal{A}_l}}|^2}
\]

and

\[
E_{W,l} = \mathbb{E} \left[ \sum_{w \in \mathcal{W}_l} \frac{\partial (Z_i - Z_{Y_{\mathcal{W}_l}})}{\partial w_{i,w}}^2 \right] \frac{24}{24|Z_i - Z_{Y_{\mathcal{W}_l}}|^2}
\]

are the activation and weight quantization noise gains at layer \( l \), respectively. Note the dependence of the quantization noise gains on the number of classes \( (M) \) and the soft outputs \( \{Z_i\}_{i=1}^{M} \).

Interestingly, the noise gains can be obtained as part of a standard back-propagation procedure and need to be computed only once making (1) very practical. Furthermore, observe that (1) is a sum of 2\( L \) terms. The design parameters are the 2\( L \) precision assignments, \( \{B_{A,l}\}_{l=1}^{L} \) and \( \{B_{W,l}\}_{l=1}^{L} \). In order to minimize the precision, the sum has to first be balanced. To do so, the minimum quantization noise gain is first computed:

\[
E_{\text{min}} = \min \left( \{E_{A,l}\}_{l=1}^{L}, \{E_{W,l}\}_{l=1}^{L} \right). \tag{2}
\]

Then, a reference minimum precision \( B_{\text{min}} \) is chosen, and for each layer \( l \), the precision is set as follows:

\[
B_{A,l} = \text{round} \left( \log_2 \left( \sqrt{\frac{E_{A,l}}{E_{\text{min}}}} \right) \right) + B_{\text{min}} \tag{3}
\]

and

\[
B_{W,l} = \text{round} \left( \log_2 \left( \sqrt{\frac{E_{W,l}}{E_{\text{min}}}} \right) \right) + B_{\text{min}} \tag{4}
\]

Note that at least one of the 2\( L \) precision assignments will equal \( B_{\text{min}} \). Observe that (1)-(4) can be used to alleviate the need for trial-and-error, and to reduce the search space from a 2\( L \) dimensional grid to just a one dimensional axis.

B. Complexity Metrics

In order to quantify the benefits of the proposed precision reduction method, we shall consider two measures of complexity [17]: computational and representational costs.

The computational cost is the total number of full adders (FAs) needed per decision and is given by:

\[
\sum_{l=1}^{L} \left[ N_l (D_l B_{A,l} B_{W,l} + (D_l - 1)(B_{A,l} + B_{W,l} + \log_2(D_l)) - 1) \right]
\]

where \( N_l \) and \( D_l \) are the number and dimensionality of dot products computed at layer \( l \), respectively.

The representational cost is the total number of bits needed to represent both weights and activations, and is given by:

\[
\sum_{l=1}^{L} (|A_l| B_{A,l} + |W_l| B_{W,l})
\]

III. PRECISION ANALYSIS WITH BIOMEDICAL DATASETS

A. Datasets

We employ the above precision analysis on two datasets: the CHB-MIT EEG dataset for seizure detection [19] and the Bonn dataset for Brain Electrical Activity Recognition (BEAR) [20].

The CHB-MIT dataset consists of EEG recordings from pediatric subjects with intractable seizures. The dataset was built by monitoring 24 patients for different durations. Each of the recordings is obtained by reading data from 23 electrical channels. Along with the recordings are provided the times where seizures occurred. To make the dataset compatible with the usual machine learning setup, we sample feature vectors by collecting the readings from 23 channels for 20 consecutive time intervals. Hence, the feature vectors have a dimension of 460. The corresponding labels are naturally binary and represent the event, or lack thereof, of a seizure. Finally, the dataset used is obtained by sampling 5000 random elements from the resulting data points. It is to be noted that seizures are extremely rare events (happening less than 1% of the time), thus, to decrease the bias of the dataset, the samples are chosen such that approximately 10% correspond to seizures. The dataset is split into training and testing sets by using a random 80%/20% partition.
B. Neural Networks and Precision Assignments Considered

For both datasets, we consider the same DNN topology which we describe as: $F - W - W - M$, where $F$ is the dimension of the input feature vector, $W$ is the internal network width (or number of hidden activations per layer), and $M$ is the number of soft outputs (which equals the number of classes). The chosen value of $W$ is 400 unless otherwise specified. The activation function used is a ReLU-like clipping activation function with a saturating upper level of 2. Each network is trained for 1000 epochs using momentum-SGD to optimize a cross-entropy loss function with an initial learning rate of 0.1 that is decreased by a factor of 10 every 300 epochs. The only regularization applied is a 10% dropout on the hidden activations. The converged floating-point accuracy is of 1% vs. precision when using a uniform precision assignment. The plot is obtained by sweeping the precision for each case. For comparison, we also plot test error for the first layer quantized, due to the exhaustion of the noise budget of the network. Our method, being analytical, determines all precisions simultaneously, causing the inter-layer precision trends to be dependent on the data and network statistics.

In Fig. 2, we show how accuracy varies as a function of average precision, which is the average precision of all weights and activations. The plot is obtained by sweeping the value of $B_{\text{min}}$ in (3)-(4) and recording test error and average precision for each case. For comparison, we also plot test error vs. precision when using a uniform precision assignment. The proposed method is clearly superior to the latter and leads to a $2 \times (6/3$ and $8/4)$ reduction of average precision while maintaining a similar level of accuracy.

To quantify the benefits, computational and representational costs vs. precision configuration using proposed, uniform, and conventional precision assignments for the DNNs on the CHB-MIT and BEAR datasets.

TABLE I: Test error, computational and representational costs vs. precision configuration using proposed, uniform, and conventional precision assignments for the DNNs on the CHB-MIT and BEAR datasets.

<table>
<thead>
<tr>
<th>Precision Configuration</th>
<th>Test Error</th>
<th>Computational Cost (MFAs)</th>
<th>Representational Cost (Mbits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHB-MIT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed (Fig. 1(a))</td>
<td>5.0%</td>
<td>17.6</td>
<td>1.72</td>
</tr>
<tr>
<td>Uniform (6-b)</td>
<td>4.4%</td>
<td>28.2</td>
<td>3.06</td>
</tr>
<tr>
<td>Conventional (16-b)</td>
<td>4.2%</td>
<td>150</td>
<td>8.15</td>
</tr>
<tr>
<td>BEAR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed (Fig. 1(b))</td>
<td>20.74%</td>
<td>21.5</td>
<td>2.28</td>
</tr>
<tr>
<td>Uniform (8-b)</td>
<td>20.18%</td>
<td>34.7</td>
<td>3.17</td>
</tr>
<tr>
<td>Conventional (16-b)</td>
<td>20.69%</td>
<td>117</td>
<td>6.35</td>
</tr>
</tbody>
</table>
costs are reported along with test error in Table I. While the accuracy levels are similar, the proposed approach reduces the complexity by \( \approx 45\% \) compared to the uniform assignment. There is a consistent reduction in computational and representational costs by 10 MFAs and 1 Mbits, respectively. Compared to the conventional case, savings are as high as \( \approx 9\times \).

D. Complexity and Topology

The above focuses solely on reducing the cost of implementation of a pre-trained model with fixed topology. In order to better understand the effects of topology on complexity and precision, we run an experiment whereby we repeat all of the above experiments for networks with varying internal network width \( W \). Specifically, we sweep \( W \) from 100 to 1000 in increments of 100. We quantize each resulting network using our method as well as uniformly, and for each case we retain the configurations achieving a test error less than 5\% and 21\% for the CHB-MIT and BEAR datasets, respectively.

For every resulting configuration, we compute computational cost and average precision and plot them against internal network width. These plots are included in Fig. 3. First, we observe is that the benefits of our proposed method generalize across network topologies. Indeed, our proposed method always leads to the least precision and complexity (measure in computational cost) requirements. Similar trends were observed for the representational cost but are not included due to space limitations. The average precision is once again almost \( \approx 2\times \) lower when using the proposed method as compared to the uniform assignment.

For the proposed method, an interesting observation is the general trend of increase in complexity but decrease in average precision when internal network width increases. This suggests that when the model complexity is increased, the performance of the network is boosted making it more robust to quantization. However, in spite of the resulting precision reduction, the complexity still increases as it scales quadratically with network width. Furthermore, we observe that across datasets and network topologies, the minimum precision is typically within 4-b to 5-b, which is consistent with the empirically derived conclusion in [13], in spite of the difference in data statistics between image-based and biomedical-based datasets.

IV. CONCLUSION

In this paper, we have presented an analytical method to determine suitable minimum precision requirements of DNNs and showed its application to the CHB-MIT EEG seizure detection dataset and the Bonn dataset for brain electrical activity recognition. We showed that our method leads to almost half precision and complexity requirements compared to the minimum uniform precision assignment for both fixed and varying network topologies. We also showed up to \( 9\times \) complexity reduction compared to the conventional precision assignment.
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